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Education
Oct 2015 – Oct

2020
(expected)

DPhil, University of Oxford, UK.
EPSRC Center for Doctoral Training in Autonomous Intelligent Machines and Systems
The Center for Doctoral Training (CDT) offers a structured PhD program with one year
of training followed by a regular PhD.
Supervisor: Shimon Whiteson
Topic: Deep Reinforcement Learning

2012 – 2015 M.Sc. Physics, Ludwig-Maximilians-Universität, Munich, Grade: 1.21 .
(equivalent to first class honors)
Specialisation in Statistical and Biological Physics

2013 – 2015 Honours Degree in Technology Management, Center for Digital Technology
and Management, Munich, Grade: 1.11 .
Graduate program of the Elite Network of Bavaria

2009 – 2014 B.Sc. Economics, Ludwig-Maximilians-Universität, Munich, Grade: 1.51.
2008 – 2012 B.Sc. Physics, Ludwig-Maximilians-Universität, Munich, Grade: 1.41.
1998 – 2007 Abitur, Maximilian-von-Montgelas Gymnasium, Vilsbiburg.

Experience
Jul 2019 –
Nov 2019

Research Intern, Deepmind, London.
Research internship in reinforcement learning and continuous control.

Feb 2019 –
Jun 2019

Research Intern, Microsoft Research, Cambridge.
Research internship, working on generalization in reinforcement learning. Results were
published at NeurIPS 2019.

Oct 2014 –
Feb 2015

Consultant, eFonds Solutions AG, Munich.
Performed a market analysis for closed-end real value funds and developed an industry
strategy focussed on transitioning to digital marketing and sales channels. Results were
presented at an industry conference in Frankfurt.

Aug 2014 –
Oct 2015

Co-founder, 180 Degree Consulting, Munich.
Set up the Munich branch of 180 Degree Consulting. This is an international non-profit
organisation aiming at providing non-profit NGOs with consulting services by students.
While I was involved in all aspects of the processes, my main responsibility was the setup
of the consulting process, quality control and supervision of the teams during projects.

Nov 2013 –
Sep 2014

Working student, Preisanalytics GmbH, Munich.
Analysis of large amounts of daily price data from various online shops. Mostly data
cleaning and outlier detection with the goal of predicting approximate price movements.

1Passing grades in Germany range from 1 (best) to 4.



Oct 2013 –
Jan 2014

Consultant, City of Munich Administration, Munich.
Market analysis and development of a concept and prototype for a smartphone app.

Mar 2013 –
May 2013

Intern, d-fine GmbH, Frankfurt.
Involvement in the introduction of a new market risk model in a big German clearing
house.

2007 – 2008 Civilian service, Amntena e.V., Santiago de Chile.

Scholarships
Since Oct 2015 EPSRC Scholarship
Since Oct 2015 Kellogg College Scholarship

2014–2015 Bavarian Elite Academy Scholarship
2011–2015 German National Academic Foundation Scholarship

Programming experience
Experienced Python, Pytorch, Tensorflow
Intermediate Clojure (and Anglican), C++, Java, R

Conference Reviewer
2020 ICML
2019 ICML, NeurIPS, ICLR
2018 ICML, JIRCS, NIPS, ICLR
2017 ICML, NIPS, ICLR

Invited Talks
2019 Deep Reinforcement Learning for Partially Observable Environments, Cam-

bridge, UK.
Invited talk at Microsoft Research Cambridge.

2018 Deep Reinforcement Learning for Partially Observable Environments,
Barcelona, Spain.
Invited talk at the Computational Science Lab (Universitat Pompeu Fabra).
Deep Reinforcement Learning for Partially Observable Environments, Mu-
nich, Germany.
Invited talk at the GPU Technology Conference (GTC Europe 2018).
Deep Variational Reinforcement Learning of POMDPs, Stockholm, Sweden.
Long talk at Internation Conference on Machine Learning.
Deep Variational Reinforcement Learning of POMDPs, Bristol, UK.
Long talk at Joint Industry and Robotics CDT Symposium

Teaching and Supervision
2019 Supervisor, University of Oxford, UK.

Jinke He, M.Sc. Computer Science
Evaluating Soft Option Transfer for Hierarchical Reinforcement Learning.



2018 Teaching Assistant, University of Oxford, UK.
Machine Learning
Supervisor, University of Oxford, UK.
Yordan Yordanov, M.Sc. Computer Science
Exploration in partially observable environments.

Publications
2020 Maximilian Igl, Wendelin Boehmer, Shimon Whiteson. ITER: Iterated Relearning

for Improved Generalization in Reinforcement Learning. BeTR-RL workshop (ICLR
2020)
Luisa Zintgraf, Leo Feng, Maximilian Igl, Kristian Hartikainen, Katja Hofmann,
Shimone Whiteson. Exploration in Approximate Hyper-State Space. BeTR-RL
workshop (ICLR 2020)
Jelena Luketina, Matthew Smith Maximilian Igl, Shimon Whiteson. Transfer
Learning via Diverse Policies in Value-Relevant Features. BeTR-RL workshop
(ICLR 2020)
Luisa Zintgraf, Kyriacos Shiarlis, Maximilian Igl, Sebastian Schulze, Yarin Gal,
Katja Hofmann, Shimon Whiteson. VariBAD: A Very Good Method for Bayes-
Adaptive Deep RL via Meta-Learning. ICLR 2020

2019 Maximilian Igl, Kamil Ciosek, Yingzhen Li, Sebastian Tschiatschek, Cheng Zhang,
Sam Devlin, Katja Hofmann. Generalization in Reinforcement Learning with
Selective Noise Injection and Information Bottleneck. NeurIPS 2019
Maximilian Igl, Andrew Gambardella, Nantas Nardelli, N. Siddharth, Wendelin
Böhmer, Shimon Whiteson. Multitask Soft Option Learning. arXiv Preprint

2018 Maximilian Igl, Wendelin Böhmer, Andrew Gambardella, Nantas Nardelli, Sid-
dharth Narayanaswamy, and Shimon Whiteson. Bayesian hierarchical multitask
learning. NIPS Workshop Infer2Control, 2018.
Maximilian Igl, Luisa Zintgraf, Frank Le, Tuan Anh Wood, and Shimon Whiteson.
Deep variational reinforcement learning. International Conference on Machine
Learning (ICML), 2018.
Tom Rainforth, Adam R Kosiorek, Tuan Anh Le, Chris J Maddison, Maximilian
Igl, Frank Wood, and Yee Whye Teh. Tighter variational bounds are not necessarily
better. International Conference on Machine Learning (ICML), 2018.
Gregory Farquhar, Tim Rocktaeschel, Maximilian Igl, and Shimon Whiteson.
Treeqn and ATreeC: Differentiable tree-structured models for deep reinforcement
learning. International Conference on Learning Representations (ICLR), 2018.
Tuan Anh Le, Maximilian Igl, Tom Jin, Tom Rainforth, and Frank Wood. Auto-
encoding sequential Monte Carlo. International Conference on Learning Repre-
sentations (ICLR), 2018.

2016 Maximilian Igl. Front propagation in random media - propagation velocity and
surface roughening in the presence of quenched noise. Master thesis, Ludwig-
Maximilians-Universität, 2016.
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