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SYSTEMIS AND METHODS FOR 
NAVIGATING ASET OF DATA OBJECTS 

RELATED APPLICATION 

0001. This application is related to co-filed application 
titled MULTIVARIABLE OBJECTS NAVIGATION 
TOOL' having Attorney Docket No. 63870, by at least some 
of the same inventors, and assigned to the same entity. The 
co-filed application relates to a differentiating feature, which 
may be used (e.g., attribute parameter) as a basis for 
exclusion of object(s), as described herein. 

BACKGROUND 

0002 The present invention, in some embodiments 
thereof, relates to Systems and methods for management of 
object datasets and, more specifically, but not exclusively, to 
systems and methods for rending instructions to dynamically 
update a graphical user interface (GUI) to present a Subset 
of the object dataset. 
0003. Searching for one or more objects within an object 
dataset, for example, products or services, may be performed 
using different methods. For example, a user searching for a 
book on patent filing at an online book store may encounter 
thousands of matches. In one method, the user enters addi 
tional key words. Objects matching the set of entered key 
words are presented, such as by sorting the entire list to 
identify the best matched object. For example, a user look 
ing for a book on how to file a patent without an attorney 
may enter the words patent filing USPTO inventor without 
attorney to try and find the desired book. In another 
example, the user may sort the entire list to identify the top 
matches. For example, the user may sort the list of books by 
publication data, to find the newest book. 

SUMMARY 

0004. According to an aspect of some embodiments of 
the present invention, there is provided a computer-imple 
mented method for dynamically updating a set of data 
objects within a graphical user interface presented on a 
display of a client terminal according to manual user input 
provided using a physical user interface of the client termi 
nal, comprising: managing an object dataset defining a 
plurality of attribute values for attribute parameters for each 
object; receiving a query including at least one search term; 
applying the query to the object dataset to select a first set 
of objects including at least one attribute parameter associ 
ated with the at least one search term; instructing rendering 
of the first set of objects within a graphical user interface 
(GUI) for presentation on a display of a client terminal; 
receiving a selection of at least one object of the first set of 
objects, the selection performed by a user using a physical 
user interface in communication with the client terminal; 
identifying at least one attribute parameter of the plurality of 
attribute parameters according to the selected at least one 
object; excluding a second set of objects from the first set of 
objects based on different attribute values of the identified at 
least one attribute parameter, to identify a third set of 
objects; and instructing dynamic rendering to update the 
GUI to present the third set of objects, wherein the third set 
of objects includes fewer members than the first set of 
objects. 
0005 Optionally, the selection of the at least one object 

is performed by the user using a single selection maneuver, 
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and the update of the GUI to present the third set of objects 
is executed in response to the single selection maneuver. 
0006 Optionally, the identified at least one attribute 
parameter are added as at least one excluding term to the 
query. 

0007 Optionally, the identified at least one attribute 
parameter includes at least one differentiating feature that 
most differentiates the selected at least one object from other 
objects of the first set. 
0008 Optionally, the method further comprises dynami 
cally creating an object filter according to the different 
attribute values of the identified at least one attribute param 
eter, and wherein excluding the second set of object to 
identify the third set of objects comprises applying the 
dynamically created object filter to the first set of objects. 
0009 Optionally, excluding comprises excluding the sec 
ond set of objects based on different attribute values of the 
indentified at least one attribute parameter within a similar 
ity requirement, wherein the similarity requirement is 
selected to include a family of objects similar to the selected 
at least one object serving as an example of the family of 
objects. 
0010 Optionally, identifying at least one attribute param 
eter of the plurality of attribute parameters is performed 
according to a ranking of attribute parameters having values 
that are most different between the selected at least one 
object and other objects of the first set. 
0011 Optionally, identifying at least one attribute param 
eter of the plurality of attribute parameters is performed 
according to a ranking of attribute parameters having values 
that are most similar between the selected at least one object 
and other objects of the first set. 
0012 Optionally, the method is iterated, by repeating the 
method substituting the third set of objects for the first set of 
objects. 
0013 Optionally, the method further comprises instruct 
ing rendering of a GUI on the display to present options for 
selection of the at least one attribute parameter of the 
plurality of attribute parameters, and receiving the selection 
of the at least one attribute parameter from by a user using 
a physical user interface in communication with the client 
terminal. 

0014 Optionally, the method further comprises calculat 
ing a similarity value between the identified at least one 
object and each member of the first set of objects; wherein 
the similarity value is calculated based on all or a subset of 
values of the identified at least one attribute parameter; 
identifying the second set of objects according to a differ 
ence requirement applied to the calculated requirement 
values; and wherein excluding the second set of objects from 
the first set of objects comprises excluding the identified 
second set of objects from the first set of objects. Optionally, 
calculating the similarity value comprises calculating a 
weighted average of the differences between all or the subset 
of values of the identified at least one attribute parameter. 
00.15 Optionally, the identifying at least one attribute 
parameter of the plurality of attribute parameters is per 
formed according to at least one member selected from the 
group consisting of a ranking of weights assigned to each 
attribute parameter of the selected at least one object, a 
ranking of most popular attributes manually selected by 
other users, a ranking of attribute selections performed by 
the current user according to a history of previous actions; 
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and a ranking of a number of other objects excluded by the 
at least one attribute parameter. 
0016 Optionally, the object represents a physical product 
or service. Optionally, the attribute parameters define char 
acteristics of the physical product or service, selected from 
the group consisting of price, brand, model, and component 
S17C. 

0017. According to an aspect of some embodiments of 
the present invention, there is provided a system for dynami 
cally updating a set of data objects within a graphical user 
interface presented on a display of a client terminal accord 
ing to manual user input provided using a physical user 
interface of the client terminal, comprising: a network 
interface for communicating over a network with a plurality 
of client terminals each associated with a display and at least 
one physical user interface; a data repository storing an 
object dataset defining a plurality of attribute values for 
attribute parameters for each object; a program store storing 
code; and a processor coupled to the network interface, the 
data repository, and the program store for implementing the 
stored code, the code comprising: code to receive a query 
including at least one search term, and apply the query to the 
object dataset to select a first set of objects including at least 
one attribute parameter associated with the at least one 
search term; code to generate instructions to render the first 
set of objects within a graphical user interface (GUI) for 
presentation on a certain display of a certain client terminal; 
code to receive a selection of at least one object of the first 
set of objects, the selection performed by a user using a 
physical user interface in communication with the certain 
client terminal; code to identify at least one attribute param 
eter of the plurality of attribute parameters according to the 
selected at least one object, and exclude a second set of 
objects from the first set of objects based on different 
attribute values of the identified at least one attribute param 
eter, to identify a third set of objects; and code to generate 
instruction to dynamically render an update to the GUI to 
present the third set of objects, wherein the third set of 
objects includes fewer members than the first set of objects. 
0018 Optionally, the certain client terminal is a smart 
phone having limited space of the display, and wherein the 
identifying at least one attribute parameter is selected to 
sufficiently exclude the second set of objects such that 
members of the third set of objects fit on the limited space 
of the display. 
0019. According to an aspect of some embodiments of 
the present invention, there is provided a non-transitory 
computer readable storage medium dynamically updating a 
set of data objects within a graphical user interface presented 
on a display of a client terminal according to manual user 
input provided using a physical user interface of the client 
terminal, comprising instructions stored thereon, that when 
executed on a processor of a server in network communi 
cation with a plurality of client terminal perform the steps of: 
managing an object dataset defining a plurality of attribute 
values for attribute parameters for each object; receiving a 
query including at least one search term; applying the query 
to the object dataset to select a first set of objects including 
at least one attribute parameter associated with the at least 
one search term; instructing rendering of the first set of 
objects within a graphical user interface (GUI) for presen 
tation on a display of a client terminal; receiving a selection 
of at least one object of the first set of objects, the selection 
performed by a user using a physical user interface in 
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communication with the client terminal; identifying at least 
one attribute parameter of the plurality of attribute param 
eters according to the selected at least one object; excluding 
a second set of objects from the first set of objects based on 
different attribute values of the identified at least one attri 
bute parameter, to identify a third set of objects; and 
instructing dynamic rendering to update the GUI to present 
the third set of objects, wherein the third set of objects 
includes fewer members than the first set of objects. 
0020. Unless otherwise defined, all technical and/or sci 
entific terms used herein have the same meaning as com 
monly understood by one of ordinary skill in the art to which 
the invention pertains. Although methods and materials 
similar or equivalent to those described herein can be used 
in the practice or testing of embodiments of the invention, 
exemplary methods and/or materials are described below. In 
case of conflict, the patent specification, including defini 
tions, will control. In addition, the materials, methods, and 
examples are illustrative only and are not intended to be 
necessarily limiting. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0021. Some embodiments of the invention are herein 
described, by way of example only, with reference to the 
accompanying drawings. With specific reference now to the 
drawings in detail, it is stressed that the particulars shown 
are by way of example and for purposes of illustrative 
discussion of embodiments of the invention. In this regard, 
the description taken with the drawings makes apparent to 
those skilled in the art how embodiments of the invention 
may be practiced. 
0022 
0023 FIG. 1 is a flowchart of a process for navigating a 
set of data objects within a GUI by exclusion of one or more 
objects, in accordance with Some embodiments of the pres 
ent invention; 
0024 FIG. 2 is a block diagram of components of a 
system for navigating a set of data objects within a GUI by 
exclusion of one or more objects, in accordance with some 
embodiments of the present invention; 
0025 FIG. 3 is a schematic of an exemplary implemen 
tation depicting exclusion of data object(s) that are similar to 
an object(s) selected from a set of objects, in accordance 
with some embodiments of the present invention; 
0026 FIG. 4 is a block diagram depicting dataflow in an 
exemplary process that excludes objects based on a selected 
object, in accordance with some embodiments of the present 
invention; 
0027 FIG. 5 is another block diagram of an exemplary 
implementation of a process for exclusion of objects, in 
accordance with some embodiments of the present inven 
tion; and 
0028 FIGS. 6A-6E are screen shots of an exemplary 
implementation of the GUI used for exclusion of objects, in 
accordance with Some embodiments of the invention. 

In the drawings: 

DETAILED DESCRIPTION 

0029. The present invention, in some embodiments 
thereof, relates to Systems and methods for management of 
object datasets and, more specifically, but not exclusively, to 
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systems and methods for rending instructions to dynamically 
update a graphical user interface (GUI) to present a Subset 
of the object dataset. 
0030. An aspect of some embodiments of the present 
invention relates to systems and/or methods (e.g., code 
implementable by a server in communication with client 
terminals) for dynamically updating data objects within a 
GUI presented on a display of a client terminal according to 
a user selection manually made using a physical user inter 
face (e.g., touch screen) associated with the client terminal. 
A search query (e.g., based on manual user input) is applied 
to an object dataset to select a set of data objects according 
to one or more search terms of the query, for example, by 
matching attribute parameters of the objects to the terms. A 
first sub-set of data objects is excluded from the set of data 
objects according to the user selection (e.g., the user clicks 
or touches an icon representing one of the objects), to 
generate a second Sub-set of data objects. The second sub-set 
of data objects is presented on the display within the GUI. 
In this manner, the set of data objects for presentation within 
the GUI is reduced based on the user selection by excluding 
data objects from the set of objects selected according to the 
search query. In other words, the user may select a set of 
objects from the dataset by inclusion of the terms of the 
search query, and then exclude a Sub-set of objects from the 
selected set. 
0031. The systems and/or methods described herein pro 
vide a technical solution to the technical problem of improv 
ing a GUI for navigating large sets of data objects, by 
allowing (e.g., a user) to add one or more excluding terms 
to a search query based on a single selection, for example, 
a single click or touch (e.g., of an icon representing a data 
object). Using the single click, multiple features may be 
excluded. For example, when the user selects a data object 
using the single click, attribute values of attribute param 
eters of the selected data objects may be automatically 
identified as features and added as exclusion terms to the 
search query. 
0032. Optionally, the feature(s) used to exclude data 
objects (e.g., attribute values and/or attribute parameters) are 
differentiating feature(s), namely the feature of the selected 
object (e.g., product) that differentiates the selected object 
most from the other objects, as described with reference to 
co-filed application having Attorney Docket No. 63870, 
incorporated herein by reference in its entirety. 
0033 Each object of the object dataset is associated with 
attribute values assigned to attribute parameters. The attri 
bute parameters defined different characteristics of the 
object. The attribute values defined the actual value assigned 
to each attribute parameter associated with the object. The 
data objects may represent physical data objects, for 
example, products and/or services. The attribute parameters 
may include characteristics defining the products and/or 
services, for example, price, brand, size of component (e.g., 
laptop screen size), and Sub-type (e.g., tablet computer or 
laptop). The user may search through the set of products 
and/or services using the systems and/or methods described 
herein to reduce the set of available products and/or services 
to help select the desired product and/or service. 
0034. Optionally, object members of the excluded sub-set 
of are statistically similar to the user selected object. The 
user may select an object that is representative (e.g., serves 
as an example) of a family of objects that the user wishes to 
exclude. The statistical similarity may be calculated based 

Apr. 20, 2017 

on values of selected attribute parameters (e.g., selected by 
the user, and/or automatically by Software, such as based on 
user popularity). The statistical similarity may be calculated 
based on values of all attribute parameters associated with 
each object. Optionally, the statistical similarity is deter 
mined according to a calculated similarity value compared 
to a similarity requirement (e.g., a range, a threshold, 
matching a Boolean value and/or string). The calculated 
similarity value may be a calculated correlation, a weighted 
average of the distance between attribute parameters, and/or 
other methods. 
0035. The method of selecting an object, excluding simi 
lar objects from the set of objects, and presenting the 
remaining objects within a GUI on the display may be 
iterated, by the user selecting another object from the 
presented Sub-set of objects, and presenting the remaining 
objects after exclusion of similar objects from the sub-set. In 
this manner, the user may iteratively exclude undesired 
objects to reach a set of desired objects. Optionally, the 
method is iterated until the remaining set of objects fits 
within the available space on the display presenting the GUI. 
0036 Before explaining at least one embodiment of the 
invention in detail, it is to be understood that the invention 
is not necessarily limited in its application to the details of 
construction and the arrangement of the components and/or 
methods set forth in the following description and/or illus 
trated in the drawings and/or the Examples. The invention is 
capable of other embodiments or of being practiced or 
carried out in various ways. 
0037. The present invention may be a system, a method, 
and/or a computer program product. The computer program 
product may include a computer readable storage medium 
(or media) having computer readable program instructions 
thereon for causing a processor to carry out aspects of the 
present invention. 
0038. The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device. The computer readable 
storage medium may be, for example, but is not limited to, 
an electronic storage device, a magnetic storage device, an 
optical storage device, an electromagnetic storage device, a 
semiconductor storage device, or any suitable combination 
of the foregoing. A non-exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following: a portable computer diskette, a hard disk, a 
random access memory (RAM), a read-only memory 
(ROM), an erasable programmable read-only memory 
(EPROM or Flash memory), a static random access memory 
(SRAM), a portable compact disc read-only memory (CD 
ROM), a digital versatile disk (DVD), a memory stick, a 
floppy disk, and any suitable combination of the foregoing. 
A computer readable storage medium, as used herein, is not 
to be construed as being transitory signals per se, Such as 
radio waves or other freely propagating electromagnetic 
waves, electromagnetic waves propagating through a wave 
guide or other transmission media (e.g., light pulses passing 
through a fiber-optic cable), or electrical signals transmitted 
through a wire. 
0039 Computer readable program instructions described 
herein can be downloaded to respective computing/process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work, for example, the Internet, a local area network, a wide 
area network and/or a wireless network. The network may 
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comprise copper transmission cables, optical transmission 
fibers, wireless transmission, routers, firewalls, Switches, 
gateway computers and/or edge servers. A network adapter 
card or network interface in each computing/processing 
device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing/processing 
device. 

0040 Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions, instruction-set-architecture (ISA) instructions, 
machine instructions, machine dependent instructions, 
microcode, firmware instructions, state-setting data, or 
either source code or object code written in any combination 
of one or more programming languages, including an object 
oriented programming language Such as Smalltalk, C++ or 
the like, and conventional procedural programming lan 
guages, such as the “C” programming language or similar 
programming languages. The computer readable program 
instructions may execute entirely on the user's computer, 
partly on the user's computer, as a stand-alone software 
package, partly on the user's computer and partly on a 
remote computer or entirely on the remote computer or 
server. In the latter scenario, the remote computer may be 
connected to the user's computer through any type of 
network, including a local area network (LAN) or a wide 
area network (WAN), or the connection may be made to an 
external computer (for example, through the Internet using 
an Internet Service Provider). In some embodiments, elec 
tronic circuitry including, for example, programmable logic 
circuitry, field-programmable gate arrays (FPGA), or pro 
grammable logic arrays (PLA) may execute the computer 
readable program instructions by utilizing state information 
of the computer readable program instructions to personalize 
the electronic circuitry, in order to perform aspects of the 
present invention. 
0041 Aspects of the present invention are described 
herein with reference to flowchart illustrations and/or block 
diagrams of methods, apparatus (systems), and computer 
program products according to embodiments of the inven 
tion. It will be understood that each block of the flowchart 
illustrations and/or block diagrams, and combinations of 
blocks in the flowchart illustrations and/or block diagrams, 
can be implemented by computer readable program instruc 
tions. 

0042. These computer readable program instructions may 
be provided to a processor of a general purpose computer, 
special purpose computer, or other programmable data pro 
cessing apparatus to produce a machine, Such that the 
instructions, which execute via the processor of the com 
puter or other programmable data processing apparatus, 
create means for implementing the functions/acts specified 
in the flowchart and/or block diagram block or blocks. These 
computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 
computer, a programmable data processing apparatus, and/ 
or other devices to function in a particular manner, Such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function/act 
specified in the flowchart and/or block diagram block or 
blocks. 
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0043. The computer readable program instructions may 
also be loaded onto a computer, other programmable data 
processing apparatus, or other device to cause a series of 
operational steps to be performed on the computer, other 
programmable apparatus or other device to produce a com 
puter implemented process. Such that the instructions which 
execute on the computer, other programmable apparatus, or 
other device implement the functions/acts specified in the 
flowchart and/or block diagram block or blocks. 
0044) The flowchart and block diagrams in the Figures 
illustrate the architecture, functionality, and operation of 
possible implementations of systems, methods, and com 
puter program products according to various embodiments 
of the present invention. In this regard, each block in the 
flowchart or block diagrams may represent a module, seg 
ment, or portion of instructions, which comprises one or 
more executable instructions for implementing the specified 
logical function(s). In some alternative implementations, the 
functions noted in the block may occur out of the order noted 
in the figures. For example, two blocks shown in Succession 
may, in fact, be executed Substantially concurrently, or the 
blocks may sometimes be executed in the reverse order, 
depending upon the functionality involved. It will also be 
noted that each block of the block diagrams and/or flowchart 
illustration, and combinations of blocks in the block dia 
grams and/or flowchart illustration, can be implemented by 
special purpose hardware-based systems that perform the 
specified functions or acts or carry out combinations of 
special purpose hardware and computer instructions. 
0045 Reference is now made to FIG. 1, which is a 
flowchart of a process for navigating a set of data objects 
within a GUI by exclusion of one or more objects from the 
set and presenting at least some of the remaining objects 
within the GUI, in accordance with some embodiments of 
the present invention. Reference is also made to FIG. 2, 
which is a block diagram of components of a system 200 that 
allows a user to navigate a set of data objects presented by 
a GUI by exclusion of one or more objects from the set, and 
presenting at least some of the remaining objects within the 
GUI, in accordance with some embodiments of the present 
invention. The systems and/or methods described herein 
may perform the exclusion based on identifying one or more 
objects that are similar to a selected data object(s) (e.g., user 
selected object). The identified objects are excluded from the 
GUI presented objects. In this manner, the user may navigate 
the data objects by excluding groups of objects that are not 
desired, to arrive at a set of data objects that contains 
desirable objects. The process of FIG.1 may be executed by 
the system of FIG. 2. 
0046. The systems and/or methods described herein 
address the technical problem of improving a GUI for 
navigating large sets of data objects. The large set may 
contain a large number of member objects, for example, in 
the hundreds, thousands, tens of thousands, hundreds of 
thousands, and millions. The members of the large set 
cannot all be presented within a limited Screen space, and 
scrolling through a large number of objects is burdensome 
and unmanageable. The systems and/or methods described 
herein provide an interactive GUI that allows a user to 
exclude objects from the set, and presenting the remaining 
non-excluded data objects. The exclusion may be performed 
by identifying data objects that are similar to a selected data 
object (e.g., user selected), optionally based on a calculated 
similarity of one or more attribute values assigned to attri 



US 2017/01 09014 A1 

bute parameters. The GUI is presented on a physical user 
interface. Such as a display, optionally a touch-screen. The 
user enters data using a physical user interface, which may 
be the touch-screen, or a keyboard, mouse, or other physical 
device. The exclusion may be performed by a server in 
communication with a client terminal using the GUI to 
access the object dataset. 
0047. The systems and/or methods described herein may 
improve performance of a computing system, such as a 
client terminal, network, and/or server, for example, by 
reducing processor utilization, reducing data traffic over the 
network, and/or by reducing storage requirements. Improve 
ments may occur, for example, by the exclusion of objects 
from the presented set of data objects according to real-time 
user selection of a data objects used as a basis for identifi 
cation of the objects for exclusion, as compared to, for 
example, the user manually scrolling through a large number 
of data objects, and/or the user repeating search queries with 
increasingly narrow terms to reduce the size of the presented 
set of objects. 
0048. The systems and/or methods described herein may 
generate new data (which may be presented to the user on 
the GUI, stored, and/or transmitted to another server) that 
includes a reduced set of data objects that exclude other 
objects. The new data may include one or more calculated 
similarity metrics, that define the similarity between a user 
selected objects and other excluded objects according to one 
or more identified attributes of the objects. The user may 
adjust a difference requirement used to exclude the objects 
according to the related similarity metric. For example, on a 
scale of 0-1, where 0 is very different and 1 is identical, and 
using a cutoff of 0.8, very similar objects (e.g., 0.9) may be 
excluded, while somewhat similar objects may remain (e.g., 
0.7). 
0049 Accordingly, the systems and/or methods 
described herein are necessarily rooted in computer tech 
nology to overcome a problem arising in GUI. System 200 
includes a computing unit 202, for example, a server, 
optionally a web server. Computing unit 202 includes a 
processing unit(s) 204, for example, a central processing 
unit(s) (CPU), a graphics processing unit(s) (GPU), field 
programmable gate array(s) (FPGA), digital signal proces 
sor(s) (DSP), and application specific integrated circuit(s) 
(ASIC). Processing unit 204 may include one or more 
processors (homogenous or heterogeneous), which may be 
arranged for parallel processing, as clusters and/or as one or 
more multi core processing units. 
0050 Computing unit 202 may communicate with clients 
218A-B, for example, by providing software as a service 
(SaaS) to clients 218A-B, providing an application that 
performs rendering (as described herein) for local download 
to clients 218A-B, and/or providing functions using a 
remote access session to client 218A-B Such as through a 
web browser. 

0051 Computing unit 202 includes a network interface 
214 for communication with clients 218A-B over a network 
216, for example, the internet, a private network, a cellular 
network, a wireless network, a local area network, or other 
networks. 

0.052. It is understood that two clients 218A-B are shown 
for clarity, but server 202 may communicate with a large 
number of clients, such as according to server processing 
capabilities and/or network capabilities. 
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0053 Clients 218A-B include, for example, a mobile 
device, a Smartphone, a tablet computer, a desktop com 
puter, a notebook computer, a wearable computer, a watch 
computer, a glasses computer, and/or a computer at a kiosk. 
Each client 218A-B includes a network interface 230 for 
connecting to server 202 using network 216. Each client 
218A-B includes a computing unit 232 (e.g., processor) for 
implementing code stored in program store 234 (e.g., local 
memory, a hard drive, a removable storage device, access to 
a remote storage unit). Client terminals 218A-B may include 
a data repository 236 (e.g., local memory, a hard drive, a 
removable storage device, access to a remote storage unit) 
that stores, for example, a GUI rendering module 236A that 
renders the GUI according to instructions provided by server 
202. Client terminals 218A-B include or are in communi 
cation with a display 238 (e.g., screen, touch-screen) and/or 
a physical user interface 220 (e.g., touch-screen, keyboard, 
microphone with Voice activation software, mouse, touch 
pad). It is noted that computing unit 202 may be associated 
with physical user interface 220, for example, as a thin 
client, a kiosk, or a web browser. Computing unit 202 
includes a program store 206 storing code implementable by 
processing unit 204, for example, a random access memory 
(RAM), read-only memory (ROM), and/or a storage device, 
for example, non-volatile memory, magnetic media, semi 
conductor memory devices, hard drive, removable storage, 
and optical media (e.g., DVD, CD-ROM). Computing unit 
202 may include multiple computers (having heterogeneous 
or homogenous architectures), which may be arranged for 
distributed processing, such as in clusters. 
0054 Computing unit 202 includes a data repository 208 
storing database(s), and/or other data items. Data repository 
208 may include or be associated with an object database 
208A that stores representations of, for example, physical 
objects (e.g., products), virtual objects (e.g., Software prod 
ucts, such as online books, games, accounting software, and 
security products), and/or services (e.g., vacation packages, 
car garage services, and dental service). Object database 
208A may be stored, for example, as tables, as linked tables, 
as databases, using a document based method that stores 
entire objects, using a key-value based method, or other 
methods. 

0055. The interactive GUI (as described herein) may be 
presented on physical user interface 220, for example, 
within a web browser. 

0056. The acts of the method of FIG. 1 may be imple 
mented by the processor of the server, and/or by the pro 
cessor of the client terminal, respectively implementing 
code stored in the program Store. 
0057. At 102, an object dataset defining attribute values 
for attribute parameters for each object of the dataset is 
managed. The object dataset may be managed by the server. 
The object dataset may be stored in association with the 
server, for example, on a local and/or remote storage device, 
for example, as object dataset 208A described herein. 
0058. The object dataset may represent a physical and/or 
virtual product and/or service, for example, an online admin 
istrative assistant, a virtual book to download, a shirt avail 
able for purchase, Software as a service (e.g., security 
products to protect the client terminal), and a car washing 
service. The object dataset may represent products and/or 
services available for purchase, online, and/or at a physical 
location. 
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0059 Each object of the dataset is associated with mul 
tiple attribute parameters, some or all of which may be 
assigned attribute values. The attribute parameters define 
characteristics of the object, optionally of the corresponding 
physical and/or virtual product and/or service. Examples of 
attribute parameters include: price, brand, model, and asso 
ciated components, such as component size. Examples of 
attribute values for the attribute parameters include: 
price-S700, brand=SONYR), model-JVX7632, component 
size=screen size 17 inch. 
0060 Optionally, a query is received. The query may 
include at least one search term, for example, a manually 
entered text keyword, and/or a selection of a category from 
a list of predefined categories. The query is applied to the 
object dataset, to select a set of objects. The set of objects 
may be selected according to an association between attri 
bute parameter(s) and/or attribute values of the objects and 
the search terms. For example, the object dataset may 
include products available for purchase in an online elec 
tronics store, and the query is for a LAPTOP. The set of 
objects identified from the object dataset includes the avail 
able laptops. For example, objects having the attribute 
parameter and/or attribute value LAPTOP are selected. 
0061 The query may be entered by the user, using the 
physical user interface to enter the query into the GUI, for 
example, using a web browser accessing a webpage hosted 
by the server, in communication with the object dataset. The 
query may be automatically generated by code, for example, 
by code that analyzes usage patterns of a user browsing the 
web, and generates the query based on topics that might be 
of interest to a user (e.g., using a statistical classifier). 
0062. At 104, instructions are created to render the set of 
objects from the object dataset (e.g., the set identified by 
applying the query, as described with reference to block 102) 
within a GUI for presentation on a display of a client 
terminal. The instructions may be created by the server, 
optionally in response to the user accessing the object 
dataset and/or in response to the query applied to the object 
dataset. The instructions may be transmitted by the server to 
the client terminal over the network, for example, as packets 
and/or other network messages. 
0063. The instructions may be locally rendered, for 
example, by the GUI rendering module stored in association 
with the client terminal, and/or by a web browser, and/or by 
another GUI program. 
0064. The instructions may include a reduced dataset 
mapped (or otherwise linked) to the identified objects of the 
database. The reduced dataset may include the objects that 
may be displayed on the screen, Such as to reduce the 
amount of data transmitted over the network. 
0065. The instructions may include, for example, a script, 
hypertext (e.g., hypertext markup language (HTML)), cas 
cading style sheets (CSS), compiled code for execution by 
the processor of the client terminal, and/or code for compi 
lation by the client terminal. 
0066. At 106, a selection of one or more objects of the 
GUI presented set of objects is received. The selection may 
be performed by the user using the physical user interface in 
communication with the GUI of the client terminal, for 
example, by touching the data object on a touch screen, or 
by clicking the data object using a mouse. 
0067. The selection of the object may be performed (e.g., 
by the user) using a single selection maneuver, for example, 
a single click (e.g., click using a mouse when a cursor is 
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positioned over an icon representing the object) or a single 
touch (e.g., touching the location of a touch-screen display 
ing the icon). 
0068 A message indicative of the user selection may be 
locally processed and/or transmitted to the server over the 
network (e.g., as packets and/or other network messages) for 
processing by the server. 
0069. At 108, one or more attribute parameters are iden 

tified. The identified attribute parameters serve as a basis for 
identifying the data objects for exclusion from the set of 
presented objects, as discussed in greater detail herein. 
0070 The attribute identification may be performed auto 
matically by code implemented by a processor, and/or 
manually by a user. 
0071 Optionally, instructions are created (e.g., by the 
server and/or by the client terminal. Such as a script and/or 
hypertext) to render the GUI on the display to present 
options for selection of the attribute parameter by the user. 
The rendered GUI allows the user to perform the selection 
of the attribute parameter using the physical user interface, 
for example, pressing a touch-screen at locations corre 
sponding to the desired attribute parameters. The rendered 
GUI may access an interface to transmit the selection to the 
SeVe. 

0072 Optionally, the user selects one or more attribute 
parameters. Optionally, the attribute parameters are be 
selected from a general list of the available attribute param 
eters associated with the presented set of objects, for 
example, by clicking on the desired attribute parameters 
from the list of attribute parameters. It is noted that different 
objects, such as of different types, may have different 
attribute parameters. The list may include the common 
attribute parameters (e.g., intersection of the parameters) 
and/or the different attribute parameters within the set (e.g., 
union of the parameters). For example, when the presented 
objects include laptops (which may have a CD-ROM drive) 
and smartphones (which do not have a CD-ROM drive), the 
attribute parameters may or may not include CD-ROM type. 
Alternatively, the attributes are automatically identified by 
Software, for example, based on predefined settings. The 
software may automatically identify the union or the inter 
section of the attributes from the set of objects. 
0073. Alternatively or additionally, the attribute param 
eters are selected from a list of attributes associated with the 
selected object(s), for example, by clicking on the desired 
attribute parameters from the list of attribute parameters of 
the selected object. For example, when the user selects a 
certain laptop from the presented object set, the user may 
select from the attributes associated with the selected laptop, 
for example, price, brand, color, hard disk space, available 
memory, and screen size. When the user selects two or more 
objects, the list of attributes may include the union of the 
attribute parameters of the selected objects or the intersec 
tion of the attribute parameters of the selected object. 
Alternatively, the attributes are automatically identified by 
Software, for example, based on predefined settings. The 
software may automatically identify the union or the inter 
section of the attributes from the set of selected objects. 
Alternatively, all attributes are automatically identified, for 
example, by a software definition. The attributes that are 
automatically identified may include the attributes of the 
selected object, and/or the attributes of the presented list 
(e.g., union thereof or intersection thereof). 
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0074. Optionally, the attribute parameter(s) are identified 
according to a ranking of the attribute parameters having 
values that are most different between the selected object(s) 
and other objects of the presented set of objects. The 
difference may be calculated, for example, as an absolute 
value when the attribute values are numbers, for example, 
greatest differences in price. The difference may be deter 
mined as a binary value, for example, difference or same, 
such as when the attribute values are Boolean variables, 
strings, or values defined by a set, for example, whether the 
color is the same or not. 
0075 Alternatively, the attribute parameter(s) are identi 
fied according to a ranking of the attribute parameters 
having values that are most similar between the selected 
object(s) and other objects of the presented set of objects. 
The similarity (or difference) may be calculated, for 
example, as an absolute value when the attribute values are 
numbers, for example, smallest differences in price. The 
similarity (or difference) may be determined as a binary 
value, for example, difference or same. Such as when the 
attribute values are Boolean variables, strings, or values 
defined by a set, for example, whether the color is the same 
Or not. 

0076. The identification may be performed manually by 
the user, Such as presenting the ranked list to the user for 
selection, and/or automatically by code, for example, select 
ing the top ranking predefined number of attributes param 
eters (or using other selection methods). 
0077. Other methods of identifying attribute parameters 
include: 
0078 Calculating a ranking of the attributes based on 
weights assigned to each attribute parameter (optionally of 
the selected object). 
0079 Calculating a ranking of the most popular attributes 
manually selected by other users. 
0080 Calculating a ranking of attribute selections per 
formed by the current user according to a history of previous 
actions (e.g., logged by the server and/or by the client 
terminal). 
0081 Calculating a ranking of a number of other objects 
excluded by the at least one attribute parameter. For 
example, the attribute parameter that identifies the greatest 
number of objects for exclusion is ranked first. 
0082 Alternatively or additionally, the identified attri 
bute parameter includes one or more differentiating features 
that most differentiate the selected object from the other 
objects of the set. Details of the differentiating feature are 
described with reference to the co-filed application having 
Attorney Docket No. 63870, incorporated herein by refer 
ence in its entirety. 
0083. At 110, a similarity value(s) may be calculated 
between the selected object(s) and each member of the first 
set of objects. The similarity value may be calculated based 
on values of the identified attribute parameters (as described 
with reference to block 108). The similarity value may be 
calculated based on a subset of the identified attribute 
parameters (e.g., calculations may be omitted in the case 
where one object includes the attribute parameter and 
another object does not). The similarity value may be 
calculated by the server and/or by the client terminal. 
0084 Optionally, the similarity value is calculated per 
attribute parameter. A set of similarity values may be cal 
culated between the selected object and a member of the set 
of presented objects. For example, when the attributes 
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include price, model, and screen size, a similarity value may 
be calculated per attribute parameter. Alternatively, the 
similarity value is calculated for the set of attribute param 
eters associated with the object(s). Such as a single similarity 
value. The similarity value may be calculated as a weighted 
average of the differences between all or the subset of values 
of the identified attribute parameters, for example, the 
similarity value may be calculated as a weighted average of 
sub-similarity values calculated for each attribute parameter. 
I0085. The similarity value may be calculated using one or 
a combination of methods, for example: 
I0086 Calculating the absolute value of the difference in 
attribute values between attribute parameters of the objects 
being compared (e.g., the selected object and each member 
of the set of presented objects). 
I0087 Calculating a binary value representing whether 
the attribute values match or not. 
I0088 Calculating a statistical distance between attribute 
values of the attribute parameters. The statistical distance 
may be calculated as a single value for multiple identified 
parameters, for example, as a vector distance. 
I0089 Calculating a correlation value representing the 
degree of similarity between the attribute values of the 
attribute parameters, per parameter or simultaneously for 
multiple parameters. For example, on a scale of 0-1, where 
0 represents completely different attribute values and 1 
represents identical attribute values. 
0090. At 112, an object filter may be dynamically created 
for exclusion of objects from the set of objects. The object 
filter may be created, optionally in real-time, by the server 
and/or by the client terminal. Alternatively, a set of object 
filters are stored (e.g., on a storage unit in association with 
the server). The object filter to apply may be selected from 
the stored set of filters. 
0091. The object filter may be created according to the 
identified attribute parameters. Optionally, the object filter is 
designed to exclude objects that have attribute values that 
are similar or the same as the attribute values of the selected 
object. 
0092. The object filter may be implemented as a nar 
rowed query (e.g., of the search query of block 102) by 
adding exclusion terms to the search query. The exclusion 
terms define the objects to exclude from the set of objects 
when the query is applied. The exclusion terms may be 
based on one or more of the identified attribute parameter 
(S), attribute value(s), similarity value(s), and/or similarity 
requirement(s). 
0093. The object filter may be created according to the 
calculated similarity value (e.g., as described with reference 
to block 110). Optionally, the object filter is created based on 
a similarity (or difference) requirement, for example, a 
range, a threshold, and/or a function. The requirement may 
be static (e.g., manually selected by the user and/or pre 
defined by System settings) and/or dynamic. Examples of 
dynamic requirements include: based on the number of 
objects that the screen can display simultaneously, and based 
on the current most population attribute values. The dynamic 
requirement may be calculated in real-time, or iteratively 
arrived at, for example, by testing different requirements to 
obtain the desired requirement fulfilling the function. 
0094 Optionally, the similarity requirement is selected 
(and/or calculated) to include a family of objects similar to 
the selected object, optionally according to the identified 
attribute parameters. In this manner, the selected object 
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serves as an example of the family of objects for exclusion. 
The similarity requirement may be selected, for example, to 
include attribute values of other similar objects within the 
object family of the selected object. For example, when the 
set of objects includes laptops, Smartphones, and wearable 
computers, and the user selects a certain laptop (e.g., having 
the attribute values of: a S700 price, black color, and 14 inch 
screen), the object family may include all laptops, all laptops 
in the S700 range, all black laptops, and/or all laptops with 
14 inch screens (i.e., depending on the identified attribute 
parameters). As such, if the user selected a S700 orange 
color 13 inch screen laptop, the same or similar group of 
objects may be excluded, according to the identified attri 
bute parameters and/or similarity requirement. 
0095. The user may dynamically adjust the requirement 
in real-time, for example, using a graphical widget that may 
be part of the GUI, for example, a slide that allows the user 
to change the requirement threshold within defined limits. 
0096. Examples of requirements include: a cutoff value 
between 0-1 (where 0 represents completely different attri 
bute values and 1 represents identical values), a range within 
0-1, and/or a function (e.g., exclude objects until 5 are left). 
0097. The object filter may be represented, for example, 
as a script, as code, as a database query, as a function, and/or 
other instructions for implementation by the processor. 
0098. At 114, a set of objects (referred to herein as the 
excluded set) is excluded from the set of objects (e.g., the 
presented set of objects discussed with reference to block 
104). The exclusion provides a remaining set of objects. The 
remaining set of objects may be presented within the GUI, 
for navigation by the user. The remaining set of objects 
includes a smaller number of objects than the original 
presented set of objects. The remaining objects may be more 
desirable to the user, since the undesired objects have been 
excluded. 

0099. The exclusion may be performed by applying the 
created object filter (as discussed with reference to block 
112) to the set of objects (e.g., the presented set of objects 
discussed with reference to block 104). 
0100. The remaining set of objects may have different 
attribute values than the excluded set, optionally according 
to the similarity requirement (e.g., as discussed with refer 
ence to blocks 110-112). 
0101. It is noted that alternatively or additionally, in some 
implementations, the identified attribute parameters and/or 
similarity value(s) and/or similarity requirement(s) may be 
used to select objects, in addition to, or instead of, excluding 
the objects. For example, the filter may be used to select 
objects for presentation to the user, rather than selection of 
objects for exclusion. In Such implementations, the user may 
be presented with an option (e.g., using the GUI) to exclude 
the similar objects, or to select the similar objects. In such 
implementations, the user may be provided with the option 
to exclude similar non-desired objects and/or to include 
desired similar objects. 
0102 At 116, instructions are created to dynamically 
render and/or update the GUI to present the set of remaining 
objects. The instructions may be created by the server (and 
transmitted to the client terminal) and/or at the client ter 
minal. 

0103) The set of remaining objects includes fewer mem 
bers than the previous (i.e., prior to exclusion) set of objects. 
The fewer objects may be more manageable to a user, 
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allowing easier navigation of the objects within the GUI, 
and/or improved presentation of the objects on the display 
by the GUI. 
0104. At 118, one or more of blocks 106-116 may be 
iterated. The iteration may be performed by repeating one or 
more of blocks 106-116 by substituting the current set of 
remaining objects for the previous set of objects (i.e., prior 
to exclusion). In this manner, the user may select another 
object(s) from the set of remaining objects to be used as a 
basis for exclusion of another set of objects. The method 
may be iterated one or more times, each time excluding 
another set of objects, until, for example, the user arrives at 
a desired set of objects from which the user makes a final 
selection (i.e. block 120). 
0105. At 120, the user makes a final selection from the 
remaining set of objects (one or more of which are presented 
using the GUI). For example, the user may select the object 
for purchase, may save the object (e.g., for future reference), 
and/or may stop selection of additional objects for exclu 
S1O. 

0106 Reference is now made to FIG. 3, which is a 
schematic of an exemplary implementation depicting exclu 
sion of data object(s) that are similar to an object(s) selected 
from a set of objects, in accordance with some embodiments 
of the present invention. The schematic of FIG.3 represents 
an implementation according to the process of FIG. 1, and/or 
the system of FIG. 2. 
0107 At 302, an object dataset (each object being asso 
ciated with multiple attribute values assigned to attribute 
parameters) is managed, for example, by a server managing 
the dataset stored on a storage device, for example as 
discussed with reference to block 102 of FIG. 1. 

0108. At 304, a query, such as one or more search terms 
(e.g., entered by a user using an interface of a client 
terminal) is received by the server. The query is imple 
mented (e.g., by the server) to identify a set of objects from 
the object dataset, for example, by applying the terms using 
a search engine. For example as discussed with reference to 
block 102 of FIG. 1. 
0109 At 306, the set of objects is presented to the user, 
for example, a GUI implemented on the client terminal 
receives instructions from the server to render the set of 
objects (or portion thereof) for presentation on a display. For 
example as discussed with reference to block 104 of FIG. 1. 
0110. At 308, the user selects an object, for example, by 
touching the object on a touch screen. For example as 
discussed with reference to block 106 of FIG. 1. 

0111. At 310, attribute parameters are identified accord 
ing to the selected object 330 (e.g., by the server). For 
example as discussed with reference to block 108 of FIG. 1. 
0112 At 312, one or more objects 332 that are similar to 
the user identified object 330 are identified according to the 
identified attribute and/or according to calculated similarity 
value(s) in view of similarity requirement(s). For example as 
discussed with reference to blocks 110 of FIG. 1. Alterna 
tively or additionally, a filter may be dynamically created (or 
selected from a set of pre-defined filters) according to the 
identified attributes and/or according to the calculated simi 
larity value(s) in view of the similarity requirement(s). For 
example as discussed with reference to block 112 of FIG. 1. 
0113. At 314, objects similar to the selected object are 
excluded from the set of objects. The dynamic object filter 
may be applied to the set of objects, and/or the identified 



US 2017/01 09014 A1 

similar objects may be excluded. For example as discussed 
with reference to block 114 of FIG. 1. 
0114. At 316, the remaining objects (i.e., after exclusion 
of objects) are presented in a GUI on the display, optionally 
based on instructions to render the remaining objects 
received from the server. For example as discussed with 
reference to block 116 of FIG. 1. 
0115. At 318, the user may select another object that is 
used as a basis for exclusion of another group of similar 
objects. For example as discussed with reference to block 
118 of FIG. 1. Alternatively, the user may make a final 
selection from the presented remaining objects. For example 
as discussed with reference to block 120 of FIG. 1. 
0116 Reference is made to FIG. 4, which is a block 
diagram depicting an exemplary dataflow 400 in a process 
that excludes objects based on a selected object, in accor 
dance with Some embodiments of the present invention. A 
query 402 is applied to a database of objects 404 to generate 
a set of objects (e.g., as discussed with reference to blocks 
102-104 o FIG. 1). The user may select one or more objects 
from the set of objects (e.g., as in block 106). One or more 
attribute parameters may be identified and/or similarity 
values may be calculated based on the selected object(s) 
(e.g., as in blocks 108-110). 
0117 Optionally, at 406, a filter (which may be created 
and/or selected as in block 112) is applied to the set of 
objects to create another set of objects that include objects 
with the identified attribute parameters. It is noted that in 
such an implementation, the user selects similar objects to 
keep (i.e., rather than exclude, for example, as discussed 
with reference to block 114). Alternatively or additionally, at 
408, the set of objects are re-ordered according to a ranking 
based on the identified attribute parameters and/or calculated 
similarity values, for example, ranked according to decreas 
ing attribute vales and/or increasing similarity values. The 
GUI may be dynamically updated with the new order. 
Alternatively or additionally, at 410, objects are excluded 
according to the identified attribute parameters and/or simi 
larity value (e.g. as in block 114). 
0118. At 412, the resulting set of objects is rendered for 
presentation on the display of the client terminal within the 
GUI. The process may be iterated by another selection of the 
user and/or another ranking of the set of objects. Alterna 
tively, the user may make a final selection to terminal the 
process, for example, select one of the objects for purchase 
or final approval. 
0119 Reference is now made to FIG. 5, which is another 
block diagram 500 of an exemplary implementation of a 
process for exclusion of objects, in accordance with some 
embodiments of the present invention. 
0120. An attribute selector module 502 (e.g., code stored 
in a program Store implemented by a processor, optionally of 
a server) identified one or more attribute parameters. The 
attribute parameters may be rendered for presentation to the 
user within a GUI on a display of the client terminal. The 
attribute parameters may be identified according to a user 
selected object (e.g., product 504) and/or based on an 
analysis of attributes from other objects (e.g., other products 
506 in the same category selected using a query). The 
analysis may include, for example, distribution of attribute 
values and/or weights assigned to the attribute parameters, 
for example, most popular attribute parameters and/or val 
ues according to the current user and/or other users. In 
another example, the attribute parameters used by module 
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502 are common and predefined, for example, a list based on 
popular attributes user look for when searching for a product 
in the current category. In another example, each product 
may be associated with different attributes. For example, by 
attribute weight and/or attribute popularity, and how many 
products will be excluded if the attribute is applied. 
I0121. At 508, attribute parameters are identified for 
exclusion of objects. The attribute parameters may be 
selected individually (e.g., the user and/or code selecting the 
top ranked attributes) and/or as a group (e.g., all attributes of 
a selected object) (e.g., as in block 108). Alternatively, a 
similarity requirement may be selected to define the degree 
of a calculated similarity value between a selected object 
and other objects for exclusion (e.g., as in block 110). 
Similarity requirements may be selected for each attribute, 
or for the group of attributes, for examples, similarity 
requirements may be selected as a threshold for an attribute 
value. 
I0122) Module 510 (i.e., code stored in the program store 
implemented by the processor of the server and/or client 
terminal) excludes objects from the set of In-products 
according to the selected attribute parameters and/or simi 
larity requirements, to generate the Out-products set for 
presentation within the GUI. For example, when a certain 
attribute parameter is selected to be used as a basis for 
exclusion, similar products are excluded, to retain different 
products. For example, the retained products within the 
out-products set include products having different values for 
the attribute parameters, optionally different defined by the 
similarity (or difference) requirement. For example, when 
similar products are selected for exclusion, products that do 
not need the calculated similarity value according to the 
similarity requirement are excluded. 
(0123 Reference is now made to FIGS. 6A-E, which are 
screen shots of an exemplary implementation of the GUI 
used for exclusion of objects, in accordance with some 
embodiments of the invention. 
0.124 FIG. 6A depicts an example of a GUI presenting a 
rendered set of data objects selected from an objects data 
base based on a query (e.g., as discussed with reference to 
blocks 102-104 of FIG. 1). For example, the query is laptop, 
and the objects include icons representing different laptops 
available for sale. The initial query resulted in 12045 results, 
which are too many for the user to navigate and manage. 
0.125 FIG. 6B depicts an example of the GUI presenting 
the option to exclude products that are similar to a user 
selected laptop (e.g., as discussed with reference to block 
106 of FIG. 1). 
0.126 FIG. 6C depicts an example of the GUI presenting 
a list of attribute parameters associated with the user 
selected laptop (e.g., as discussed with reference to block 
108 of FIG. 1). 
I0127 FIG. 6D depicts an example of the user manually 
selecting the attribute parameter Laptops by Acer from the 
presented list. The selected attribute parameter, using the 
attribute value Acer will be used to exclude laptops made by 
Acer from the presented list. 
I0128 FIG. 6E depicts another example in which attribute 
parameters are used to exclude laptops from the presented 
set of laptops. The attribute parameter Brand includes 21 
different attribute values (i.e., different brands) that may be 
selected by the user for exclusion. Laptops that have attri 
bute values matching the user selected attribute values (i.e., 
brand) are excluded. 
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0129. The descriptions of the various embodiments of the 
present invention have been presented for purposes of 
illustration, but are not intended to be exhaustive or limited 
to the embodiments disclosed. Many modifications and 
variations will be apparent to those of ordinary skill in the 
art without departing from the scope and spirit of the 
described embodiments. The terminology used herein was 
chosen to best explain the principles of the embodiments, the 
practical application or technical improvement over tech 
nologies found in the marketplace, or to enable others of 
ordinary skill in the art to understand the embodiments 
disclosed herein. 
0130. It is expected that during the life of a patent 
maturing from this application many relevant systems and 
methods will be developed and the scope of the terms client 
terminal, server, data object, and GUI are intended to include 
all such new technologies a priori. 
0131) 
0132) The terms “comprises”, “comprising”, “includes”, 
“including”, “having and their conjugates mean “including 
but not limited to’. This term encompasses the terms “con 
sisting of and “consisting essentially of. 
0133. The phrase “consisting essentially of means that 
the composition or method may include additional ingredi 
ents and/or steps, but only if the additional ingredients 
and/or steps do not materially alter the basic and novel 
characteristics of the claimed composition or method. 
0134. As used herein, the singular form “a”, “an and 
“the' include plural references unless the context clearly 
dictates otherwise. For example, the term “a compound' or 
“at least one compound may include a plurality of com 
pounds, including mixtures thereof. 
0135 The word “exemplary' is used herein to mean 
'serving as an example, instance or illustration'. Any 
embodiment described as “exemplary” is not necessarily to 
be construed as preferred or advantageous over other 
embodiments and/or to exclude the incorporation of features 
from other embodiments. 

0136. The word “optionally' is used herein to mean “is 
provided in some embodiments and not provided in other 
embodiments”. Any particular embodiment of the invention 
may include a plurality of “optional features unless such 
features conflict. 

0.137 Throughout this application, various embodiments 
of this invention may be presented in a range format. It 
should be understood that the description in range format is 
merely for convenience and brevity and should not be 
construed as an inflexible limitation on the scope of the 
invention. Accordingly, the description of a range should be 
considered to have specifically disclosed all the possible 
Subranges as well as individual numerical values within that 
range. For example, description of a range Such as from 1 to 
6 should be considered to have specifically disclosed sub 
ranges such as from 1 to 3, from 1 to 4, from 1 to 5, from 
2 to 4, from 2 to 6, from 3 to 6 etc., as well as individual 
numbers within that range, for example, 1, 2, 3, 4, 5, and 6. 
This applies regardless of the breadth of the range. 
0.138. Whenever a numerical range is indicated herein, it 

is meant to include any cited numeral (fractional or integral) 
within the indicated range. The phrases “ranging/ranges 
between a first indicate number and a second indicate 
number and “ranging/ranges from a first indicate number 
“to a second indicate number are used herein interchange 

As used herein the term “about refers to +10%. 
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ably and are meant to include the first and second indicated 
numbers and all the fractional and integral numerals ther 
ebetween. 
0.139. It is appreciated that certain features of the inven 
tion, which are, for clarity, described in the context of 
separate embodiments, may also be provided in combination 
in a single embodiment. Conversely, various features of the 
invention, which are, for brevity, described in the context of 
a single embodiment, may also be provided separately or in 
any Suitable Subcombination or as Suitable in any other 
described embodiment of the invention. Certain features 
described in the context of various embodiments are not to 
be considered essential features of those embodiments, 
unless the embodiment is inoperative without those ele 
mentS. 

0140 Although the invention has been described in con 
junction with specific embodiments thereof, it is evident that 
many alternatives, modifications and variations will be 
apparent to those skilled in the art. Accordingly, it is 
intended to embrace all Such alternatives, modifications and 
variations that fall within the spirit and broad scope of the 
appended claims. 
0141 All publications, patents and patent applications 
mentioned in this specification are herein incorporated in 
their entirety by reference into the specification, to the same 
extent as if each individual publication, patent or patent 
application was specifically and individually indicated to be 
incorporated herein by reference. In addition, citation or 
identification of any reference in this application shall not be 
construed as an admission that Such reference is available as 
prior art to the present invention. To the extent that section 
headings are used, they should not be construed as neces 
sarily limiting. 

1. A computer-implemented method for dynamically 
updating a set of data objects within a graphical user 
interface presented on a display of a client terminal accord 
ing to manual user input provided using a physical user 
interface of the client terminal, comprising: 
managing an object dataset defining a plurality of attribute 

values of a plurality of attribute parameters of each of 
a plurality of objects: 

receiving a query including at least one search term; 
applying the query to the object dataset to select, from 

said plurality of objects, a first set of objects complying 
with the at least one search term; 

in response to said query instructing rendering of the first 
set of objects within a graphical user interface (GUI) 
for presentation to a user on a display of a client 
terminal; 

detecting a selection of at least one object of the first set 
of objects, the selection performed by said user using a 
physical user interface in communication with the 
client terminal; 

automatically identifying which of said plurality of attri 
bute parameters of said at least one object is a differ 
entiating parameter by evaluating differences between 
said plurality of attribute values of said plurality of 
attribute parameters of said at least one object and 
respective said plurality of attribute values of respec 
tive said plurality of attribute parameters of members of 
said first set of objects: 

excluding a second set of objects from the first set of 
objects based on said differentiating parameter to iden 
tify a third set of objects; and 
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instructing dynamic rendering to update the GUI to pres 
ent the third set of objects in response to said selection, 
wherein the third set of objects includes fewer members 
than the first set of objects. 

2. The method of claim 1, wherein the selection of the at 
least one object is performed by the user using a single 
selection maneuver, and the update of the GUI to present the 
third set of objects is executed in response to the single 
selection maneuver. 

3. The method of claim 1, wherein the differentiating 
parameter is added as at least one excluding term to the 
query. 

4. The method of claim 1, wherein the differentiating 
parameter includes at least one differentiating feature that 
most differentiates the selected at least one object from other 
objects of the first set. 

5. The method of claim 1, further comprising dynamically 
creating an object filter according to the different attribute 
values of the differentiating parameter, and wherein exclud 
ing the second set of object to identify the third set of objects 
comprises applying the dynamically created object filter to 
the first set of objects. 

6. The method of claim 1, wherein excluding comprises 
excluding the second set of objects based on different 
attribute values of the differentiating parameter within a 
similarity requirement, wherein the similarity requirement is 
selected to include a family of objects similar to the selected 
at least one object serving as an example of the family of 
objects. 

7. The method of claim 1, wherein identifying at least one 
attribute parameter of the plurality of attribute parameters is 
performed according to a ranking of attribute parameters 
having values that are most different between the selected at 
least one object and other objects of the first set. 

8. The method of claim 1, wherein identifying at least one 
attribute parameter of the plurality of attribute parameters is 
performed according to a ranking of attribute parameters 
having values that are most similar between the selected at 
least one object and other objects of the first set. 

9. The method of claim 1, wherein the method is iterated, 
by repeating the method substituting the third set of objects 
for the first set of objects. 

10. The method of claim 1, further comprising instructing 
rendering of a GUI on the display to present options for 
selection of the at least one attribute parameter of the 
plurality of attribute parameters, and receiving the selection 
of the at least one attribute parameter from by a user using 
a physical user interface in communication with the client 
terminal. 

11. The method of claim 1, further comprising: 
calculating a similarity value between the identified at 

least one object and each member of the first set of 
objects; 

wherein the similarity value is calculated based on all or 
a subset of values of the differentiating parameter; 

identifying the second set of objects according to a 
requirement for a difference between values which is 
applied to the calculated requirement values; 

and wherein excluding the second set of objects from the 
first set of objects comprises excluding the identified 
second set of objects from the first set of objects. 
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12. The method of claim 11, wherein calculating the 
similarity value comprises calculating a weighted average of 
the differences between all or the subset of values of the 
differentiating parameter. 

13. The method of claim 1, wherein the identifying at least 
one attribute parameter of the plurality of attribute param 
eters is performed according to at least one member selected 
from the group consisting of a ranking of weights assigned 
to each attribute parameter of the selected at least one object, 
a ranking of most popular attributes manually selected by 
other users, a ranking of attribute selections performed by 
the current user according to a history of previous actions; 
and a ranking of a number of other objects excluded by the 
at least one attribute parameter. 

14. The method of claim 1, wherein the object represents 
a physical product or service. 

15. The method of claim 14, wherein the attribute param 
eters define characteristics of the physical product or service, 
selected from the group consisting of price, brand, model, 
and component size. 

16. A system for dynamically updating a set of data 
objects within a graphical user interface presented on a 
display of a client terminal according to manual user input 
provided using a physical user interface of the client termi 
nal, comprising: 

a network interface for communicating over a network 
with a plurality of client terminals each associated with 
a display and at least one physical user interface; 

a data repository storing an object dataset defining a 
plurality of attribute values of a plurality of attribute 
parameters of each of a plurality of objects; 

a program Store storing code; and 
a processor coupled to the network interface, the data 

repository, and the program store for implementing the 
stored code, the code comprising: 

code to receive a query including at least one search term, 
and apply the query to the object dataset to select a first 
set of objects including at least one attribute parameter 
associated with the at least one search term; 

code to generate, in response to receiving said query, 
instructions to render the first set of objects within a 
graphical user interface (GUI) for presentation on a 
certain display of a certain client terminal; 

code to determine a selection of at least one object of the 
first set of objects, the selection performed by a user 
using a physical user interface in communication with 
the certain client terminal; 

code to identify automatically which of said plurality of 
attribute parameters of said at least one object is a 
differentiating parameter by evaluating differences 
between said plurality of attribute values of said plu 
rality of attribute parameters of said at least one object 
and respective said plurality of attribute values of 
respective said plurality of attribute parameters of 
members of said first set of objects; 

code to exclude a second set of objects from the first set 
of objects based on said differentiating parameter, to 
identify a third set of objects; and 

code to generate, in response to receiving said selection, 
instruction to dynamically render an update to the GUI 
to present the third set of objects, wherein the third set 
of objects includes fewer members than the first set of 
objects. 
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17. The system of claim 16, wherein the certain client determining a selection of at least one object of the first 
terminal is a Smartphone having limited space of the display, set of objects, the selection performed by a user using 
and wherein the identifying at least one attribute parameter a physical user interface in communication with the 
is selected to sufficiently exclude the second set of objects client terminal; 
such that members of the third set of objects fit on the limited automatically identifying, in response to receiving said 
space of the display. selection, which of said plurality of attribute param 

18. A non-transitory computer readable storage medium eters of said at least one object is a differentiating 
dynamically updating a set of data objects within a graphical parameter by evaluating differences between said plu 
user interface presented on a display of a client terminal rality of attribute values of said plurality of attribute 
according to manual user input provided using a physical parameters of said at least one object and respective 
user interface of the client terminal, comprising instructions said plurality of attribute values of respective said 
stored thereon, that when executed on a processor of a server plurality of attribute parameters of members of said 
in network communication with a plurality of client terminal first set of objects; 
perform the steps of: excluding a second set of objects from the first set of 

managing an object dataset defining a plurality of attribute objects based on said differentiating parameter to iden 
values of a plurality of attribute parameters of each of tify a third set of objects; and 
a plurality of objects: instructing dynamic rendering to update the GUI to pres 

receiving a query including at least one search term; ent the third set of objects, wherein the third set of 
applying the query to the object dataset to select, from objects includes fewer members than the first set of 

said plurality of objects, a first set of objects complying objects. 
19. The method of claim 2, wherein said single selection 

maneuver is a single click or touch on an indication of at 
least one object on a webpage presenting at least some of 
said plurality of objects. 

with the at least one search term; 
in response to receiving said query, instructing rendering 

of the first set of objects within a graphical user 
interface (GUI) for presentation on a display of a client 
terminal; k . . . . 


