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Abstract Meta-analysis is widely accepted as the preferred
method to synthesize research findings in various disciplines.
This paper provides an introduction to when and how to con-
duct a meta-analysis. Several practical questions, such as ad-
vantages of meta-analysis over conventional narrative review
and the number of studies required for a meta-analysis, are
addressed. Common meta-analytic models are then intro-
duced. An artificial dataset is used to illustrate how a meta-
analysis is conducted in several software packages. The paper
concludes with some common pitfalls of meta-analysis and
their solutions. The primary goal of this paper is to provide a
summary background to readers who would like to conduct
their first meta-analytic study.
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Most researchers (e.g., Chalmers et al. 2002; Cooper and
Hedges 2009; National Research Council 1992; O’Rourke
2007) credit Karl Pearson as one of the earliest users of
meta-analytic techniques. Pearson (1904) studied the relation-
ship between mortality and inoculation with a vaccine for
enteric fever by combining correlation coefficients across 11
sample studies. The term meta-analysis was coined by Gene
Glass to represent Bthe statistical analysis of a large collection

of analysis results from individual studies for the purpose of
integrating the findings^ (Glass 1976, p.3). A recent special
issue (Shadish 2015) on the origins of modern meta-analysis,
published in Research Synthesis Methods, provides a compre-
hensive history of the development of meta-analysis in the
social, educational and medical sciences. The widely use of
meta-analysis across many disciplines has shown that meta-
analysis is a versatile method to synthesize research findings.

There are two main objectives of this paper. The first is to
provide an introduction of when to conduct a meta-analysis.
Common issues, such as the advantages of meta-analysis over
conventional narrative review, and how to decide on the num-
ber of studies required for a meta-analysis, are examined. The
second objective is to discuss the steps in conducting a meta-
analysis. Commonly-used models and software packages, il-
lustrated with an artificial dataset, will then be introduced. It
should be noted that this paper is not meant to be comprehen-
sive. Its primary goal is to provide a summary of background
knowledge to readers who would like to conduct their first
meta-analytic study.

What Is Narrative Review and its Limitations?

One important activity in scientific research is the accumula-
tion of knowledge and research findings (Hunt 1997).
Historically, this was done using a narrative review. A re-
searcher would collect information about the studies she finds
important or worthwhile regarding a phenomenon, and make
inferences about the model by examining the individual stud-
ies. She would try to come up with a final judgment about the
connection between the variables, by looking at the different
studies and evaluating these studies on several criteria. She
may also try to analyze the differences between the studies,
by looking at particular study sample- or design- features. The
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researcher may count the numbers of significant and non-
significant results using vote counting. If the majority of the
results are significant, the researcher may claim that there is
some evidence of effect in the studies. If the votes are similar,
the researcher may conclude that no conclusive result is ob-
served. Thus, more empirical studies are required.

While narrative review is a step towards creating a more
reliable scientific basis for confirming or refuting theories, this
approach suffers from a few disadvantages that ultimately
render narrative reviews unsatisfactory (e.g., Cooper and
Hedges 2009). Firstly, the sheer wealth of information from
all disparate studies suggests that the scientists need a justifi-
cation for focusing on some but not other issues in the articles
in the literature. It becomes highly subjective as to which
patterns are considered important and which ones irrelevant.
Secondly, narrative reviews do not have a systematic tool for
combining the results of several studies. Narrative reviews
lack a method to merge the findings together to give a more
reliable final measure of the result. Their focus on statistical
significance rather than the magnitude of effect, is a problem
that traditional reviews share with individual studies.

Thirdly, narrative reviews do not adequately correct for
sample characteristics, or design features in any explicit fash-
ion. There is no quantification of the effect of study charac-
teristics on the results, except in an ad-hoc, subjective fashion,
on the whims of the reviewer. Finally, narrative reviews have
historically suffered from a lack of adequate emphasis on in-
clusion and exclusion criteria for studies, resulting in too sub-
jective an overview. Systematic reviews and meta-analysis,
introduced in this paper, address many of the limitations of
narrative review.

What are the Advantages of Systematic Review
andMeta-Analysis? andWhat are their Differences?

Systematic review and meta-analysis (Littell et al. 2008) was
developed to address the limitations of narrative review. A
systematic review aims to provide a comprehensive literature
search with pre-defined eligibility criteria whereas a meta-
analysis combines and synthesizes findings with statistical
models (Liberati et al. 2009). Therefore, systematic review
focuses on minimizing bias in literature review by using clear-
ly pre-defined criteria so that the literature search is replicable.
On the other hand, meta-analysis statistically combines the
effect sizes and models the effect sizes with study character-
istics (Borenstein et al. 2009; Glass 1976; Schmidt and Hunter
2015).

Although systematic review and meta-analysis are usually
conducted in the same study, there are subtle differences be-
tween them (e.g., Borenstein et al. 2009, pp. xxvii-xxviii).
Some studies may use systematic and pre-defined eligibility
criteria to do literature reviews. However, the researcher may

choose not to conduct a meta-analysis for some reasons, for
example, the extracted studies do not contain enough infor-
mation to calculate the effect sizes for the meta-analysis. If the
search strategy is flawed or the studies are biased, the findings
of the meta-analysis are also biased. Therefore, it is advisable
to combine both systematic review and meta-analysis in the
same review process. On the other hand, some meta-analyses
are not systematic reviews because the search process is not
based on some pre-defined eligibility criteria. One example is
when the researcher may want to combine the effect sizes
based on several primary studies they have conducted. Thus,
there is no systematic review in this meta-analysis.

There are several strengths of systematic review and meta-
analysis. Systematic review ensures that the search strategies
are replicable, that is, other researchers may extract the same
studies by using the same searching procedures (Aytug et al.
2012). Replicability becomes more and more important in
scientific research now (e.g., Francis 2013; Lindsay 2015;
Lucas and Brent Donnellan 2013). Systematic review is the
preferred way to do literature review for meta-analysis. It
should be noted that systematic reviews may not be able to
correct the problems in primary studies. However, a good
systematic review may allow other researchers to replicate
the same results in literature review and possibly in meta-
analysis (Cooper et al. 2008).

In a meta-analysis, researchers focus not on statistical sig-
nificance of individual studies, but on the magnitude of the
effect or effect size. The effect sizes are weighed by the pre-
cision of the effect sizes (see Equations 1 and 2). Apart from
the average effect, we may also estimate the heterogeneity of
the effects, which indicates the consistency of the effect across
studies. Researchers may also use study - level characteristics
as moderators, to explain some of the variation in the effect
size, thus providing a non-subjective way of interpreting dif-
ferences in results among studies.

When should I as a Researcher Decide to Conduct
(or not to Conduct) a Meta-Analysis?

Similar to the question BShould I conduct a study on topic
X?^, it is nearly impossible to set a simple rule to determine
whether or not to conduct a meta-analysis on a particular top-
ic. We suggest two questions that may help researchers to
make their own decisions. The first question is whether there
are enough primary studies for the meta-analysis. Meta-
analysis is the analysis of primary studies. Although it is pos-
sible to conduct a meta-analysis with only two studies in prin-
ciple (see the next section), conclusions based on only a few
studies may not be well received as strong evidence by the
research community. The availability of a small number
of empirical studies also suggests that the field may not
be mature enough to yield useful findings.
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The second question is how important and pressing is the
topic? If the topic is critical to human lives and the society,
researchers may still want to conduct a meta-analysis even
though there are not too many primary studies. The main
objective of these meta-analyses is to increase precision of
the estimate by pooling more data together. Although the find-
ings may not be conclusive, they may still provide some in-
sights on whether the current (limited) evidence is convergent.

It should be noted that the answers for these two questions
may or may not be consistent. It may be the case that the topic
is important and pressing but there are only limited empirical
studies. It is always the researcher’s duty to justify the contri-
butions of the meta-analysis to the literature.

How Many Primary Research Articles are Required
for a Meta-Analysis?

It is not easy to state the number of studies required for a meta-
analysis. Factors affecting the decision may involve, say,
discipline specific context, fixed- or random- effects models
used in the analysis, population values of effect sizes, and
other considerations. Koricheva et al. (2013) suggests that
the range of number of studies is from 20 to 30 in ecology
and evolution.Weare and Nind (2011) reviewed 52 systematic
reviews and meta-analyses which met the selection criteria of
being published in mental health. The range of studies was
from 4 to 526 with a median of 35. Davey et al. (2011)
reviewed 22,453 meta-analyses that met the selection criteria
in one issue of the Cochrane Database of Systematic Reviews.
They found that the median number of studies was 3 whereas
the maximum number of studies was 294. It is evident that the
number of studies varies across published meta-analyses.

One common approach to estimate the number of studies
required is based on power analysis. Hedges and Pigott (2001,
2004, Pigott, 2012) provide detailed accounts of how to conduct
power analysis in meta-analysis. Valentine et al. (2010) argues
that it is still worthwhile to conduct a fixed-effects meta-analysis
with only two studies. It is because the meta-analyzed estimates
are still more precise than that of any individual study. On the
other hand, more studies are required if a random-effects model
(see Equation 3 for the definition) is used, otherwise, the esti-
mated heterogeneity variance is not stable enough. Regardless
of the actual numbers of studies included in the meta-analysis,
researchersmay need to justifywhether the selected studies are a
sufficient number for the meta-analysis.

How should the Articles Be Selected
for a Meta-Analysis?

There are many databases such as PubMed, MEDLINE,
Embase, Web of Science, Scopus, PsycINFO, and Google

Scholar (Reed and Baxter 2009). It is difficult to say which
databases should be used in the meta-analyses. Different dis-
ciplines may have their own preferences. In order to minimize
selection bias, it is advisable to use more than one database.
One approach is to go through the recent issues in the relevant
journals. This strategy may give you some ideas on which
databases are popular in your field. The literature searching
procedure should also be as comprehensive as possible.
Moreover, the search strategy should be well documented so
that the search is replicable by other researchers.

A common question is whether unpublished studies such as
dissertations, conferences, and unpublished papers, should be
included in the meta-analyses. There are pros and cons of
including unpublished studies. Ferguson and Brannick
(2012) raises four potential concerns of including unpublished
studies in the meta-analyses: (1) the unpublished studies may
be of weaker methodology, (2) the included unpublished stud-
ies may be biased towards the authors conducting the meta-
analyses because of the ease of availability of these studies, (3)
searches for unpublished studies may favor established rather
than non-established authors, and (4) the search for unpub-
lished studies may also be biased. On the other hand,
Rothstein and Bushman (2012) provides counter arguments
for including unpublished studies. Specifically, they recom-
mend: (1) studies may be excluded on the methodological
rigorousness by using clearly define inclusion criteria rather
than excluding all unpublished studies, (2) researchers may
also try to contact the authors who have published in the topic
to minimize potential selection bias, and (3) researchers
should include unpublished studies and test whether study
characteristics related to methodological quality moderate
the effect sizes (also see Liberati et al. 2009).

What Are the Common Effect Sizes?

Meta-analysis is the statistical analysis of effect sizes. An effect
size summarizes the effect of intervention, manipulation or ob-
servation of some phenomenon being studied. Effect sizes can
be either unstandardized or standardized. Unstandardized effect
sizes are appropriate if the effect sizes can be used to commu-
nicate or compare across studies. For example, blood pressure
and heart rates are some good examples of unstandardized ef-
fects in medical science. If the meanings of the scales or mea-
sures are less clear, researchers tend to standardize them before
conducting a meta-analysis. One basic requirement is that the
effect size is directional to indicate the direction of treatment or
association. Therefore, some common effect sizes, for example,
R2 in a multiple regression, η2 and ω2 in ANOVA, are usually
not appropriate for a meta-analysis.

There are three common types of effect sizes (e.g.,
Borenstein et al. 2009; Cheung 2015a). The first one is based
on some binary outcome, e.g., yes/no, failed/success, and
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life/death, in the form of a contingency table. This type of
effect size is popular in medical and health sciences.
Relative risk and odds ratio are some of these examples.

The second type is based on the mean differences. It is used
to represent the treatment effect between an experimental and
a control groups or the gender effect between males and fe-
males. If the scale is meaningful, for example, an IQ score, a
raw mean difference or unstandardized mean difference may
be used as the effect size. If the scale of the measure is not
comparable across studies, we may calculate a standardized
mean difference. For repeated measures designs, we may cal-
culate effect sizes based on pre- and post-tests. If the effect
sizes are chosen properly, the calculated effect sizes based on
the between- and within-studies are comparable (Morris and
DeShon 2002). Researchers may synthesize studies with both
between- and within-studies.

The last type of effect size is based on the correlation co-
efficient. It is used to represent the association between two
variables. Some researchers, for example, Schmidt and Hunter
(2015), work directly with the correlation coefficient as vari-
ous measurement and statistical artifacts can be corrected be-
fore conducting a meta-analysis. Other researchers, for exam-
ple, Hedges and Olkin (1985), prefer to transform the correla-
tion coefficient to Fisher’s z score before applying a meta-
analysis. This transformation helps to normalize the sampling
distribution of the correlation when used as an effect size.

The choice of the type of effect size is usually based on the
settings and research questions. If the researchers are working
in the medical and health sciences, the typical outcome will be
binary. If the research topic is related to experimental or be-
tween group comparisons, mean differences are usually used.
If the studies are primarily based on observational stud-
ies, correlation coefficient is the obvious choice. That
said, it is possible to convert the effect sizes among
odds ratio, mean difference and correlation coefficient
(Borenstein et al. 2009, Chapter 7). Researchers do not
need to exclude studies because of the difference in the
reported effect sizes.

Besides computing the effect sizes, researchers also need to
compute the approximate sampling variances of the effect
sizes. Most meta-analytic procedures use some form of
weighted average to take the precision of the effect sizes into
account. An effect size cannot be used in the analysis if the
sampling variance of that effect size is missing. In this paper
we use yi and vi to represent a generic effect size and its
approximate sampling variance in the ith study. yi can be either
an odds ratio, standardized mean difference or correlation co-
efficient depending on the research question. Table 1, adopted
and modified from Cheung et al. (2012), shows some com-
mon effect sizes and their approximate sampling variances.
Interested readers may refer to Borenstein (2009) and Fleiss
and Berlin (2009) for more details on how to calculate these
effect sizes.

How to Choose between a Fixed-
and a Random-Effects Models?

Before conducting ameta-analysis, researchers have to choose
between a fixed- and a random-effects models (Borenstein et
al. 2010). The fixed-effects model usually assume that the
effect sizes are homogeneous across studies. The model for
a fixed-effects univariate meta-analysis is

yi ¼ β F þ ei; ð1Þ
where βF is the common effect for all k studies, and
Var(ei) = viis the known sampling variance in the ith study.
Thus, the fixed-effects model, also known as the common
effect model, assumes that all the studies share the same pop-
ulation effect size βF. The observed difference between the
effect sizes of the studies is mainly due to the sampling error.

Researchers may calculate a Q statistic to test the assump-
tion of homogeneity of the effect sizes. The Q statistic is
defined as:

Q ¼
Xk

i¼1

wi yi−β F

� �2

; ð2Þ

where β F ¼ ∑
k

i¼1
wiyið Þ=∑

k

i¼1
wi and wi=1/vi are the estimated

common effect and the weight (and precision), respectively.
Under the null hypothesis of the homogeneity of effect sizes,
the Q statistic has an approximate chi-square distribution with
(k-1) degrees of freedom. Statistically speaking, if the Q sta-
tistic is significant, the null hypothesis of the homogeneity of
effect sizes is rejected atα=.05. However, it is generally found
that the statistical power of the Q statistic is quite low in
detecting the heterogeneity of effect sizes (e.g., Harwell
1997; Huedo-Medina et al. 2006; Viechtbauer 2007). On the
other hand, theQ statistic is likely to be significant when there
are lots of studies. Therefore, it is not advisable to choose
between the fixed- versus the random-effects models by rely-
ing on the significance test on the Q statistic.

A random-effects model allows studies have their own
population effect sizes. The model is

yi ¼ βR þ ui þ ei; ð3Þ
where βR is the average population effect, and Var(ui) = τ

2is
the population heterogeneity variance that has to be estimated
from the data. Thus, the random-effects model assumes that
the observed difference on the sample effect sizes consists of
two components: (a) the true differences among the popula-
tion effect sizes, and (b) the sampling error.

Apart from interpreting the heterogeneity of the variance
τ2, researchers may also report the I2 index, which can be
interpreted as the proportion of the total variation of the effect
size due to the between-study heterogeneity (Higgins and
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Thompson 2002). Higgins et al. (2003) suggests that an I2 of
25 %, 50 %, and 75 % respectively. It should be noted, how-
ever, that these suggestions are based on some meta-analyses
in medical research. These guidelines may or may not be
applicable to other fields. Another cautionary note is that I2

is a relative measure of heterogeneity. It becomes larger when
the sampling error gets smaller and vice versa. On the other
hand, τ2 is an absolute measure of heterogeneity that is theo-
retically free of influence from the sampling error. These two
measures sometimes may not be consistent with each other.
Researchers are recommended to report both measures so that
readers are informed of the complete picture.

How to Conduct and Interpret Moderator Analysis?

When researchers suspect that some study characteristics may be
used to explain the differences in the effect sizes, they may test
these hypotheses by using a mixed-effects meta-analysis, which
is also known as ameta-regression. Study characteristics, such as
year of publication, type of interventions, mean age of the par-
ticipants, proportion of female participants, countries of the par-
ticipants can be used as moderators. The mixed-effects model is,

yi ¼ β0 þ β1x1 þ ui þ ei; ð4Þ
where xi is a study characteristic in the ith study, Var(ui)=τ

2is
now the residual heterogeneity after controlling for xi, β0 and β1

are the intercept and the regression coefficient, respectively. The
results can be interpreted similarly to the familiar linear regres-
sion analysis with the exception that we are analyzing the study
level phenomenon. This is quite crucial because we do not have
the individual level data. Incorrectly inferring findings from the
study level to the individual level is known as the ecological
fallacy. The major concern is that the relationship at the group
levelmay ormay not hold at the individual level. Supposewe are
using (i) the mean age of the participants and (ii) the proportion
of female participants as moderators. If the estimated regression
coefficients are both positive, they suggest that the effects are
stronger in studies with older participants and with more female
participants. Researchers should be cautioned not to interpret the
findings as suggesting that the effects are stronger for older
participants and females. A simple way to detect potential eco-
logical fallacy is the change of referent from studies to individ-
uals, for example, from mean age to age, from proportion of
female participants to females.

What Is Publication Bias and how to Address it?

It is widely accepted that published studies may not be a rep-
resentative sample of all possible effects (e.g., Francis 2013).
For example, authors are less likely to complete their projects
when most of their results are statistically non-significant
(Easterbrook et al. 1991; Dickersin et al. 1987). Reviewers

Table 1 Common effect sizes and their sampling variances

Quantity of interest Summary statistics required to compute
the effect sizes

Effect size (yi) Approximate sampling
variance (vi)

Relative risk (RR)
Odds ratio (OR)

a: frequency of success in Group 1
yRR ¼ log a*n2

c*n1

� �
vRR ¼ 1

a−
1
n1
þ 1

c −
1
n2b: frequency of failure in Group 1

n1 = a + b

c: frequency of success in Group 2
yOR ¼ log a*d

b*c

� �
vOR ¼ 1

a þ 1
b þ 1

c þ 1
dd: frequency of failure in Group 2

n2 = c + d

Raw mean difference (RMD)
Standardized mean difference

(SMD)

X 1: Sample mean for Group 1 yRMD ¼ X 1−X 2 vRMD ¼ S2pooled
1
n1
þ 1

n2

� �

S21: Sample variance for Group 1

n1: Sample size for Group 1

X 2: Sample mean for Group 2 ySMD ¼ 1− 3
4 n1þn2ð Þ−9

� �
X 1−X 2
Spooled

vSMD ¼ n1þn2
n1n2

þ y2SMD
2 n1þn2ð Þ

S22: Sample variance for Group 2

n2: Sample size for Group 2

S2pooled ¼ n1−1ð ÞS21þ n2−1ð ÞS22
n1þn2−2

Correlation (r)
Fisher’s z transformed score (z)

r: sample correlation coefficient yr= r

vr ¼ 1−r2ð Þ2
n−1

n: Sample size

yz ¼ 0:5*log 1þr
1−r

� �
vz ¼ 1

n−3
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and editors may also be less likely to accept papers that show
non-significant effects. Based on a survey of 80 authors of
articles published in psychology or educational journals,
Kupfersmid and Fiala (1991) found that 61 % of the 68 re-
spondents believed that there is little chance of the manuscript
being accepted if the research result is not statistically signif-
icant. Similar results were also demonstrated in several recent
studies (see Song et al. 2010). This concern has recently been
raised again as part of the discussion on whether psychology
and research in general are replicable and reproducible (e.g.,
Lindsay 2015; Lucas and Brent Donnellan 2013; Open
Science Collaboration 2012, 2015).

Since meta-analysis is largely based on accumulation of
published studies, findings in meta-analyses may unavoidably
be affected by publication bias. Several procedures, such as
funnel plot, Egger’s regression, trim and fill procedure, and
fail-safe N, have been developed to address issues of publica-
tion bias. Because of the space limitation, readers may refer to,
e.g., Rothstein et al. (2005) for the details. It should be noted
these methods were developed based on different assumptions
with the objectives to addressing different types of publication
bias. Researchers are strongly advised to apply some of these
methods to check whether the findings are compromised by
the threat of publication bias.

What Are the Software Options Available?

There are many software packages available for meta-analysis
(see Bax et al. 2007; Koricheva et al. 2013; Sterne et al. 2001;
Wallace et al. 2009). Besides these software packages, there
are also many R packages (Dewey 2015) implemented in the
R statistical platform (R Development Core Team 2016).
These software packages differ in terms of cost (commercial
vs. free), user interface (graphical user interface vs. command
line), types of effect sizes calculated, graphical output (with or
without forest plot and other graphical output for meta-analy-
sis), and statistical models for meta-analyses (simple analyses
to sophisticated methods).

Instead of repeating these reviews, this paper uses artificial
data to illustrate how to conduct common meta-analyses, e.g.,
fixed-, random- and mixed-effects models, in various software
packages. The main objective is to provide a quick tour to
users so that they may try different software packages and
choose the one that fits their purposes. The software packages
demonstrated here are the Comprehensive Meta-Analysis
(Borenstein et al. 2005), SPSS macro (Lipsey and Wilson
2000), Stata (Palmer and Sterne 2016), Mplus (Cheung
2015a, Chapter 9), the metaSEM package (Cheung 2015b)
implemented in the R statistical environment. Please refer to
the supplementary materials or https://goo.gl/amYoGC for the
analyses and outputs.

To make the example more relevant to the readers, we sim-
ulated data that examines the effect of schizophrenia on a di-
mension of cognitive ability, for example, on attention (see e.g.,
Fioravanti et al. 2005 for the relevant theoretical background).
Our simulated meta-analysis uses fictitious studies that com-
pared people with schizophrenia with a control group of healthy
participants, in controlled studies on attention. The effect size in
each study is a continuous measure, the standardized mean dif-
ference (SMD) or Hedges’s g, between schizophrenia and con-
trol groups. People with schizophrenia are expected to perform
less well than controls in measures of attention, hence the hy-
pothesized effect size should be negative. To examine if study
variables affected the differences in effect sizes among studies,
we also included the mean age of participants in each study
as a study-level variable. Please note that the artificial data
only serve the purposes of illustrating the procedures. The
results should not be interpreted substantively.

The following results are based on the metaSEM package
in R. The results may be slightly different in other software
packages because of the differences on the estimation
methods. There are 50 studies in this illustration. The Q sta-
tistic is χ2(49)=85.71, p < .001. The estimated heterogeneity
variance is 0.0273 while the I2 is .3955. These suggest that
there is a moderate amount of heterogeneity. The between-
study effect can explain about 40 % of the total variation
whereas the other 60 % is due to the within-study variation.
The average SMD and its 95 % confidence interval (CI) based
on the random-effects model are −0.7287 (−0.8019; −0.6555).
People with schizophrenia generally perform less than those in
the controls. When the mean age of the participants is used as
the moderator, the estimated regression coefficient and its
95 % CI are −0.0071 (−0.0128; −0.0014). Thus, the effect is
stronger (more negative) for studies with older participants.

What Are the Common Pitfalls of Meta-Analysis
and their Solutions?

Although meta-analysis has been generally accepted in many
disciplines, it is not without criticisms. Borenstein et al. (2009,
Chapter 43) provides a nice summary and responses to many of
these criticisms. One common criticism is that meta-analysis is
largely based on published studies. The presence of publication
bias may affect the validity of themeta-analysis. It should also be
noted that this criticism is not of meta-analysis per se. All reviews
and comparisons involving published studies are also subject to
publication bias. Meta-analysis, however, does provide various
methods to address the potential issues of publication bias. In this
sense, meta-analysis is considered as a good approach to address
publication bias and replicability issues (e.g., Maxwell et al.
2015).

Another common criticism is that meta-analysis combines
studies with different research objectives, designs, measures,
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and samples. This is known as the Bapples and oranges^ prob-
lem. If the studies are of low quality, the findings based on meta-
analysis cannot be better than that. This is known as the Bgarbage
in, garbage out^ argument against meta-analysis. Eysenck
(1978) once called the meta-analysis conducted by Smith and
Glass (1977) as Ban exercise in mega-silliness.^ As argued by
Schmidt and Hunter (2015), synthesizing findings from different
settings is in fact a strength of meta-analysis. The use of random-
and mixed-effects model, as demonstrated in the illustrations,
allows researchers to test the theory across different designs,
measures and samples. More importantly, the variability of the
effect sizes can be quantified and modelled by using study char-
acteristics. Researchersmay test howwell the theory or treatment
work under various conditions.

Besides these conceptual criticisms, another common crit-
icism is that common meta-analytic procedures (e.g., Hedges
and Olkin 1985) assume that the effect sizes are independent.
It is rare that one study only reports one effect size. The ex-
tracted effect sizes are likely correlated or non-independent. If
these effect sizes are treated as independent, the conclusions
are likely incorrect. Several statistical procedures (e.g.,
Cheung 2013, 2014, 2015a) have been developed to address
multiple and non-independent effect sizes. Researchers should
apply some of these methods to handle the data properly.

Conclusions

Meta-analysis is a valuable research tool to synthesize re-
search findings in many different disciplines. It is the prefer-
able method to accumulate research findings in scientific re-
search. Many of these limitations can be addressed by care-
fully formulating the systematic review and applying appro-
priate statistical meta-analytic models. This paper only provid-
ed a very brief introduction to some of these issues. There are
many good and authoritative resources in meta-analysis (e.g.,
Borenstein et al. 2009; Cooper et al. 2009). It is our hope that
this paper can further motivate readers to learn and apply
meta-analysis in their research.
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