IntroM L

6 July 2022




N \/

Welcome

4

The ML =Science Colaboratory



Plan for the day

Agenda
9:10 Round of introductions

Morning Core ML Concepts
ML & software / learning paradigms / neural networks

~12:30 LUNCH BREAK

Afternoon Machine Learning in Practice
project pipeline: data, models & evaluation ./ ML in Science

Hands-on: Define your ML project

question / learning task / dataset ./ evaluation

16:00 Closing — feedback round

EBERHARD KARLS
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Practical aspects

Lunch beans curry/chicken: interested?
Pauses 2x15" + 60’ lunch break
Internet — eduroam, share laptop

[ J
[ ]
[ J
e Toilet — right side of the exit

___________________________________________________

?! Questions welcome at any time

Slides, links, notebook and feedback at
mlcolab.org/introml02-participants



https://mlcolab.org/introml-participants

Round of introductions NI

EBERHARD KARLS A @

Tlbingen is a great place to form a community of practice and mutual support
around ML and science.

Let's get to know each other! We can share

e Name & where you work
e Expectations from ML related to your research (1 sentence)



The ML : SCieHCG COl&bOI’&tOl’y @mlcolab W TUBINGEN

At the Cluster ML: new perspectives in science

EBERHARD KARLS
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«Establish machine learning across disciplines at the University of Tiibingen»
via (D cooperations — @ training — @ scientific ML software

@HangiZho
u_lvy

Hangqi
Zhou

@sethaxen @elenasizana @alpiges @alvorithm

Elena Alexandra Alvaro

Sl Lot Sizana Gessner Tejero

Part of the Cluster ML in Science

Scientists like you

Astro, atmospheric, & quantum
physics, environmental sciences,
neuroscience, genomics, urban
systems, int'l policy, structural bio...

Let’'s work together!




Core Concepts in
Machine Learning

4

The ML = Science Colaboratory



Core Concepts in

W

What is ML?

What problems does it solve?
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Games and the nature of intelligence VRS @

e form territories by surrounding

\ empty areas /
- e capture by completely
| surrounding (prisoners) x
X Points = crossings + prisoners
g O

O‘bh f
Real go
is 19x19

British Go association



https://www.britgo.org/intro/intro2.html

EBERHARD KARLS

A surprising move TONNCER

01:33:54
01:38:39

See also AlphaGo - The Movie



http://www.youtube.com/watch?v=JNrXgpSEEIE
https://youtu.be/WXuK6gekU1Y?t=3097

Definition of Machine Learning

-

Learning

Improving with experience at some task

Improve over task T,

with respect to performance
measure M (metric)

based on experience D (data)

~

J

EBERHARD KARLS B
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e
e.g., Learn to play Go

e T:playing Go,
e M: points at the end of the game
e D: database of past games

AlphaGo: Deep-Learning powered (ML)
Monte-Carlo Tree Search.

.

v

B

(&

Machine learning: the study of algorithms that allow computer programs to

automatically improve on a specific task through experience

~

Mitchell, 1997



https://www.cs.cmu.edu/~tom/mlbook.html

EBERHARD KARLS

ML: Training and Deployment phases ONIVERSTxr

Preparation: training Use: deployment*
New
data
‘»A

Machine Learning Trained ML
Algorithm Model
v<'
New
result

* or “inference”
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Inside the black box RO 3

Machine Learning Prediction

Algorithm

Training loop
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From proteins to planets, ML in science O

Global Distance Test
—
S

Protein structure prediction
with transformers © s

System goes , 0 Stable
Ti 107 orbits
ime > unstable at ( \
= distant time T YAV \
@ [y @ 0) ) N_" / T . Collision

Planetary stability with al " {\M A N
Bayesian neural networks £- Vi N | Wi e
£ J\/V\/-v/\/\N\* ran VM 0810 (Tunstable)



http://www.youtube.com/watch?v=gg7WjuFs8F4&t=436
https://www.nature.com/articles/s41586-019-1923-7
https://www.nature.com/articles/s41586-021-03819-2
https://www.pnas.org/doi/full/10.1073/pnas.2026053118

Ancient greeks and seasonal hurricanes
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KEKPOMIOMEAAN

OENTONEO a Text restoration (Athens, 361/0 ac)
A /_,EA A ), N EZBAAENEANAE g } Input text: BEOL EM1 VIKOPNUO APXOVTOG ====-= 1a abnvalwv kai BETTAAWV E€1G TOV GEL XPOVOV
> c
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KOPO4MEHEXENO | KE/XATA oONMEM : ‘pfo"b:bim‘y" @) BC—%) 8eor em vikopnuo apxovtoc BREMMBa aBnvalwv kal BETTGAWY E1G TOV GE1 XPOVOV
EHLI/ EYE4OAIEANAETI4TOQ d AP, <
LOAIH EKA¥ON AP E ”7( A TOSaW 4% A o [©] 8501 em vikognuo apxovtoq FBBEEN1Q aBnvalwy Kv BETTAAWY E1G TOV GEL XPOVOV
FIEYOYNE4OAI W K/ Ej4 1: TAO MR -
----TO I HEKAT, EA I TO;TAM 3 b Geographical attribution (Amorgos, 400-300 8c) € Chronological attribution (Delos, 300-250 8c)
AEIZONTPI4TOM /O3 OFALE A5HENA EMEPA LS | 27380| | — ithaca average
Amorgos and vicinity v I | et o
20 W distribution
lonia g | == Ground-truth
. . - 1 distribution
Cyclades excluding Delos £ }
extrestoration an eocnronoiogica : . !
Mysia g 1w I 1
a I 1
. . . . Northern Aegean | !
I I
Chios I |
attribution with data augmentation 4 : ! 1
0 25 35080 300 80 25080 20080
Probability (%) Date distribution
. d Chronological attribution (Athens, 414/3 ac)
Assael, Sommerschield et al. 2022 Sallency map: 6¢ ¢ Gikehav YoV ta Kpepiata BEPAREVORE NERAE xvbavriset o1 NGUVARNGGY
surface pressure RNN Encoder e ODESolve _____________ .
G T T T T T T e e bN ! A \
. 1 'ty |
. i hey he, b, he, + {: ~ 5 TJ ﬂ 2, — Zn Zta), i
' 1 ' |
o \ f | i et
1
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Park, Kim et al. 2020

Observed Frames Predicted Frame



https://www.nature.com/articles/s41586-022-04448-z
https://s3.us-east-1.amazonaws.com/climate-change-ai/papers/iclr2020/21/paper.pdf

Core Concepts in

R/

Learning paradigms
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Main Learning Paradigms UTORINGER

Reinforcement learning

Clustering

~
/) .

o, Harnessing interaction
f. /
\‘\.,,»"/ /.

(o

Ve

°

G4 I B A J? -
° Z2

Z2

)

L]
L4 1B
o V7

HA

Supervised learning

Unsupervised learning Teaching to label

Exploring structure

..............

====target function

+  training data

Figures DeepMind 2019, Leclerc 2018, jovian.ai 2021
R



https://www.deepmind.com/blog/alphastar-mastering-the-real-time-strategy-game-starcraft-ii
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.98.063511
https://jovian.ai/adrian-g/sklearn-unsupervised-learning

Core Concepts in

R/

Unsupervised learning
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An example dataset UNIVERSITAT

1 | 215 198 180 ...
2 | 61 61 51 ...
3 219 227 227
4 | 47 43 37 ...
t t t Feature

Photo b‘ Sarah Ball on Unsplash Photo b‘ Gokhan Konﬁah on Unsplash Photo b‘ Ben Wicks on Unsplash Photo bi Jacalﬁn Beales on Unsplash


https://unsplash.com/@sarahdotgif?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/cat-sleeping?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@gokhan4809?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/cat-sleeping?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@profwicks?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/cat-sleeping?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@jacalynbeales?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/cat-sleeping?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText

Finding structure in the data

Photo by Sarah B

all on Unsplash

A
Photo by Gokhan Konyali
on Unsplash

Photo by Ben Wicks on Unsplash

EBERHARD KARLS
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7 &9
Photo by Jacalyn Beales
on Unsplash

Task: group the images into any numbers of groups that you like



https://unsplash.com/@sarahdotgif?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/cat-sleeping?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@gokhan4809?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/cat-sleeping?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@profwicks?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/cat-sleeping?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@jacalynbeales?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/cat-sleeping?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText

EBERHARD KARLS

Finding structure in the data ViR P

For example: 4 groups based on the breed of cat




EBERHARD KARLS

Finding structure in the data ViR P

For example: 2 groups based on colors (orange or not orange)




EBERHARD KARLS

Finding structure in the data ViR P

For example: 2 groups based on gesture




Unsupervised Learning

Goals

e Structure discovery
e Dimensionality reduction
e Community detection

Requirements

e Data (unlabeled)
e Some notion of similarity of
data points

EBERHARD KARLS

UNIVERSITAT
TUBINGEN



http://www.youtube.com/watch?v=wvsE8jm1GzE

Core Concepts in

R/

Supervised learning




EBERHARD KARLS

Supervised Learning UESTT §

Goal
Learn a function to map inputs to outputs

Requirement
Dataset of inputs and outputs (“labels”)

|:> “Cat”

Modes

e Classification (category outputs)
e Regression (continuous outputs)

&/ 7
inputs function  outputs




EBERHARD KARLS

Supervised Learning: Classification R
1 [r—

O Category
Label
ID ROT GO BO1... Type
1 | 184 187 187 ... Cat
2 | 218 157 164 ... Dog
3 | 61 61 51 ... | Cat
4 236 236 236 ... Dog


https://unsplash.com/@esteban__chinchilla?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/images/animals/cat?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@gokhan4809?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/cat-sleeping?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@whoisperi?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/dog?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@theflouffy?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/dog?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText

EBERHARD KARLS

Supervised Learning: Regression UNIVERSITAT 8

Continuous
Label

ID RO1 GO1 BO1... Head pose (degree) 0

1 116 98 81... 47

2 157 146 164 ... 0

3 23 22 21... 2

4 137 130 129 ... -33


https://github.com/batogov/cat-breeds-classifier/tree/master/nn_files/photos

Core Concepts in

R/

Reinforcement learning




EBERHARD KARLS

Reinforcement Learning USRS AT §

Goal
Train an agent to interact successfully with
some environment

Requirements

e Agent interacting with an environment
(real or simulated)
e Reward mechanism for actions taken




Reinforcement Learning URVRRT 3

G

Zeitgeist



http://www.youtube.com/watch?v=rbsqaJwpu6A&t=597

Reinforcement Learning

N2

e

A

DEEPMIND Al
LEARNED HOW TO WALK



http://www.youtube.com/watch?v=gn4nRCC9TwQ

Core Concepts in

R/

Supervised learning

One step at a time
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Let’s train a supervised classifier I

Class 1

Add Image Samples:

()} &

Webcam  Upload

Class 2

Training
Add Image Samples: Preview T  Export Model
Train Model
(] &
You must train a model on the left
LR mpiced » before you can preview it here.

Navigate to:
Clss 3 https://teachablemachine.with

Add Image Samples: qooqle.co m/

(] b

Webcam Upload tra i n/ i m a q e



https://teachablemachine.withgoogle.com/train/image
https://teachablemachine.withgoogle.com/train/image
https://teachablemachine.withgoogle.com/train/image

We’ve trained a supervised classifier

Add Image Samples:

EBERHARD KARLS -
UNIVERSITAT &
TUBINGEN 4

&)

e Collect data

image frames + labels
e Train*

neural network

* fine-tune

e Infer or predict
class of new image

ML brings the senses to
computers




EBERHARD KARLS

HOW? Supervised Learning Tutorial e

Supervised learning: One step ata

time

In this notebook, we slowly introduce supervised learning, along with basic machine learning concepts

we encounter on the way.

The data

At regularly spaced 1-dimensional points z, we have generated fake, noisy 1-dimensional observations
y. We assume that there is some true but unknown underlying process f, so that

¥; = f(z;) + noise.

x; is a single .y;isan or continuous

Interactive notebook downloadable at micolab.org/introml02-participants



https://mlcolab.org/introml02-participants

Core Concepts in

W

Neural Networks

Layer upon layer upon layer




EBERHARD KARLS

Building a neural network - terminology DI b

plavdround.tensorflow.orqg

DATA
Inputs: coordinates optional: features
X, horizontal X%, X% X, X,, sin X, sin X, « augment input
X, vertical
Outputs: Binary classes or blue (+1) —» TASK: CLASSIFICATION
MODEL
Hidden layers = number of nestings in the NN; } architecture

Neurons = units in each layer

Model output: f(X_, X,, features(X,, X,))


http://playground.tensorflow.org/#activation=tanh&batchSize=10&dataset=circle&regDataset=reg-plane&learningRate=0.03&regularizationRate=0&noise=0&networkShape=4,2&seed=0.92880&showTestData=false&discretize=false&percTrainData=50&x=true&y=true&xTimesY=false&xSquared=false&ySquared=false&cosX=false&sinX=false&cosY=false&sinY=false&collectStats=false&problem=classification&initZero=false&hideText=false

Neural network playground — Training UNIVERSTAT @
What is the simplest e =+ What minimal architecture can
Lohe  architecture you can find? & youfind using only X, and X,?
Can you improve using
features?
4. Does the default setting @ Use 1 layer and features
~ solve the problem? : — “feature engineering”
concentric spiral

Can you simplify the network Construct a deep network,
using features? but only use X, and X,




Task-specific architectures

Data

e.g.

NN
types

Time series, sequences (1D)

Text, speech, temperature, ...

RNNs (recurrent) NNs
Transformers

)

® ® ® ® ®
] —'
) ® ® ® - ®

Images (2D)

Microscopy, astronomical shots,
density maps, ...

CNNs - (convolutional) NNs

EBERHARD KARLS

UNIVERSITAT
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Networks

Social networks,
molecular graphs,
knowledge graphs, ...

GNNs — graph NNs




Machine Learning
in Practice

4

The ML = Science Colaboratory



Machine Learning

ML development cycle

From data to scientific results
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Zooming out: the ML dev cycle oIS T

Let’s talk about how to...

1. ... define the task

1.
i A Define .¢y. del
2. .. obtain data, and prepare it Defe -Q  Model *
o Model
3. ..implement the model 9 Exploration
Collect 3.
Data
4. .. evaluate, interpret and report output Testing and
development 4. Evaluation

Figure based on Jordan 2018: organizing ML projects



https://www.jeremyjordan.me/ml-projects-guide/

1. Task: Feasibility & Impact of ML Project uyisia §

&)

Do you know your data? How to measure performance?

e All relevant regimes/conditions ~
covered?
e Cost of additional (labeled) data?

Can performance be measured?
How?

e Can humans doit?

With what performance?

e Consequence of wrong

e Are there pre-trained models? predictions?

Does it need to be interpretable?

e Are there classical/hand-crafted
models known to work well?

Model requirements, alternatives

Are there performance baselines?
(using ML or not).



2. Data: How to get It

TO COMPLETE YOUR REGISTRATION, PLEASE. TELL US
WHETHER OR NOT THIS IMAGE. CONTAINS A STOP SIGN:

ANSWER QUICKLY—OUR SELF-DRIVING
CAR IS ALMOST AT THE INTERSECTION.

S0 MUCH OF “Al" 15 JUST FIGURING OUT WAYS
TO OfF LOADMQRK ONTO RANDOM STRANGERS.

Jifh QUEC

EBERHARD KARLS e
UNIVERSITAT %
TUBINGEN )

Strategies for data preparation (YOU!)

e Complement with public ancillary data

e Reduce via pretrained models

e Augment with synthetic or modified data
(“Data augmentation”)

Data sources

e Your own sensor data. Cheap!
e Your own survey data
e Public data sources

Data preparation : labeling

e Make it efficient: user interfaces
e Automatic labeling (active learning)
e 3rd party services: gamification



https://xkcd.com/1897

2. Data: Common Modalities RS

EBERHARD KARLS B

Time series Data modalities provide knowledge
that can be exploited, e.g.

PN Images
Relational (graph) data

oul u The future depends on the past
Tabular

3 Video
% Close points are usually similar

e Georeferenced measurements

£ Spectra
e The curvature of the Earth matters

——
—0=
==
—0=

il A mix!



https://icons8.com

2. Data: Pitfalls

Data might not represent the sampling distribution

because of

Sampling bias

Missing data

Censored data

Systematic error (bias)
Noise (i.e. “random” error)

Independence across samples

Multi-scale phenomena

X X

X
X KX

systematic error

EBERHARD KARLS oo
UNIVERSITAT &9
TUBINGEN )

random error



2. Data: Processing

e Validation — verify data quality
e Aggregation

e C(leaning

e Transforming

e Reduction

e Summarization, Visualization

EBERHARD KARLS oo
UNIVERSITAT
TUBINGEN

\_

ﬂl‘ake home: )

Data processing assumes some model!

Make data processing programmatic for
reproducibility!

Never overwrite raw data with processed data!

J




2. Data: Processing

Validation — verify data quality
o Are data types correct and consistent?
o Is data plausible / consistent?
o Do data satisfy ranges and constraints?
o Reasons for data imbalance?
Aggregation
Cleaning
o  Outlier detection/removal
o Integrating data from different sources
Transforming
o  Standardizing (shifting and scaling)
o  Smoothing/denoising
o Imputation of missing data
o Augmentation
Reduction
o Downscaling, feature selection

Summarization, Visualization

EBERHARD KARLS

UNIVERSITAT
TUBINGEN

As d
a lot Zgz,al SXPert, you knoy,
migh tyour datq that

9ht take f, dranteq (0

\_

ﬂl’ake home:

Data processing assumes some model!
Make data processing programmatic for
reproducibility!

Never overwrite raw data with processed data!

J




EBERHARD KARLS

3. Model: Training, Validating and Testing vy §

e Training data 111 to tune parameters: minimize loss function

YOUR DATA

e Validation data* [l to set hyperparameters: evaluate metrics
*or development set

e Testdata Il I™ to estimate generalization performance:
compare metrics after training with baselines (random or
specific) and toplines (human performance). Held out of training.



3. Model: Implementation & Embodiments Uiy &

e “Classical ML”’

+ stable, documented, interpretable
o CPU arrays (numpy, R)

R, sklearn, mlj

e Probabilistic programming
+ uncertainty quantification
+ interpretable
—  CPU mostly, expensive
— expert knowledge

PyMC, Pyro, Stan, turing

EBERHARD KARLS

Deep learning
+  expressive, versatile
— hard to interpret
o Training vs inference
m Resources & devices
o GPU

PyTorch, TensorFlow, jax, flux

Pretrained
o APl serving (query only) or
o download-and-finetune (transfer learning)

Huggingface, GPT,



EBERHARD KARLS

4. Evaluation & Performance Metrics UNIVERSTTAT §

relevant elements
T 1

false negatives true negatives

e Use held-out test data [[llll 1™ to report & compare

models

o Benchmarks are combinations of task + dataset used to drive
development in ML

e You get what you optimize for...
... but not all you care about we can optimize for .
— need metrics, not just loss

. MetriCS for: How many retrieved How many rel_evant
o Regression: MSE (cf. poly regression), ... |
o Classification: precision, recall, F-score, ...

Precision = Recall = ——




Machine Learning

Machine Learning in Science

Learning from language, images, simulations...




Computer Vision (CV) YRS

Data: images or videos
Ear|
Jerighgronze il Middje

Bro
Jericho il

scan 2

Pose ///;//////////////,
estimation Image segmentation etection

Object @

Balakrishnan, Zhao et al. 2019,
Nath, Mathis et al.2018, Resler, Yeshurun et al. 2021



https://arxiv.org/abs/1809.05231
https://www.biorxiv.org/content/10.1101/476531v1
https://www.nature.com/articles/s41599-021-00970-z

EBERHARD KARLS

CV: pose estimation without bOdy markers  oNiViRSiar @

TUBINGEN

Hypothesis We can detect body parts of multiple
animal species from unstaged video without body
markers

Dataset video frames with labeled positions of body
parts

Task frame-based pose estimation

Evaluation distance (RMSE) between predicted and
labeled positions

Model pre-trained ResNet with fully convolutional -



https://www.biorxiv.org/content/10.1101/476531v1
http://www.youtube.com/watch?v=BFqyTALw9ms

CV: pose estimation without body markers

Nath, Mathis et al.2018

Steps 1-5

Steps 7 and 8

Create project

Unique label 1 Step 6 ‘
Unique label 2
Unique label 3 Extract frames
l
(GUI)
Step 9: check labels! | —
Sten 10 4

El Directory created
a File created

:l Process

dic-models
Labeled-data

Training-
datasets
Videos |

Create training

(any species can be used) datussts

Train network /—l
Train network

{ Merge datasets IS

Refine labels

4 X

=
ResNet -
(pre-trained
on ImageNet) Step 12

Evaluate network

(GUI)

No

Extract outlier
frames

Evaluation-
results

{

Good results

Need more

training data? Yes —p-| Analyze video

Yes
Deconvolutional

Y
layer
- d
.

Analyze novel videos

EBERHARD KARLS

UNIVERSITAT
TUBINGEN

teps 16—18

Unique label 1
Unique label 2
Unique label 3



https://www.biorxiv.org/content/10.1101/476531v1

Dimensionality reduction UNIVERS T
e Data
o High-dimensional data (e.g. k space data)

—— malign
—e— benign

M | ; r\,/ ISualization of ;
Igh-dimensio

Data compression nal data

e Models p

o Unsupervised models e
m Principal component analysis (PCA) & Kernel PCA
m Autoencoders
m t-SNE, UMAP (for visualization)

e NOTE: Often for pre-processing of the data

Photo by Esteban Chinchilla on Unsplash  Data Literacy — P. Hennig, WS 2020/21 — Lecture 08: Dimensionality Reduction — © Philipp Hennig, 2020 CC BY-NC-SA 3.0


https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic)
https://unsplash.com/@esteban__chinchilla?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/images/animals/cat?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText

Cell-type prediction for single-cell ONIVERS R
. . TUBINGEN )
transcriptomics

Hypothesis can identify similar cells via gene expression
profiles

Dataset gene expression matrices (read counts per million)

. o . | Dimensionalit
Task dimensionality reduction N @?i‘réaiqﬂﬁna'y

(] o . . N )
Evaluation % neighbor cells preserved in lower-dim space

Model t-SNE with PCA initialisation -_
| Q)



https://www.nature.com/articles/s41467-019-13056-x
https://www.embopress.org/doi/full/10.15252/msb.20188746

N
atural Language Processing: tasks

Inputs

Input
The tower is 324 metres
(1,063 ft) tall, about the
same height as an 81-
storey building, and the
tallest structure in Paris.
\ts base is square,
measuring 125 metres
(410 ft) on each side. It
was the first structure to
reach a height of 300
metres. Excluding
transmitters, the Eiffel
Tower is the second
tallest free-standing
structure in France after

the Millau Viaduct.

huggingface.co: tasks

EBERHARD KARLS

Inpy
ts
In UNIVERSITAT
Put TUB
My Name ; INGEN
live ; Is Om,
Output Ve in Zirip, 0 Outpys
Output T Outpye
Tans|a¢; )
The tower is 324 metres slatiop €in Name ;
Mode| undic . St Oma

(1,063 ft) tall, about the i hCh Wohne j, r

C .

same height as an 81-
storey puilding. ltwas
the first structure to
reacha height of 300

Summarization metres.
Model Inputs Output
| tnput . POSITIVE Ol
nputs | love Hugging Face!
Text NEUTRAL o208
Input Classification D
OUtput Model NEGATIVE

Once upon a time
Output

Onc:
€ upon a time, we kne
w

that
our ancestors were on

Text

the verge !
Generation ge of extinction. The

great explore
ngl e rs and poets of
ol orld, from Alexande
o reatto Chaucer, are deadr
gone. A good many of our

ancie|
nt explorers and
have poets

m oy



https://huggingface.co/tasks

NLP: Tasks
UNIVERSITAT

lnputs
Questio,
Which " Output
tod Name is also yseq Answ, output
escrib er
rainforest ? the Amazon Amazonja | t My nameis
Stin English? . \nputs Jitive
Cont B QueStlon omar =D "
ext g \nput n
Th Answe"ng y nameis omar and! Toke ton in lur\c\'\@ 3
€ Amazon rajnf My . c\ass"ﬁcat\o
also ki ; Orest, Model (v in Zorich- .
nown in Eng“sh as Mode
Amazonia or the
Amazon Jungle Inputs Output
\ Source sentence e 0.623
Machine learning is sO so
straightforward.
easy.
. 0.413
Sentences to compare ;2;21231? ke
to Sentence rocket science.
Deep learning is so similarity ‘ oot
straightforward. Model Eoza;uzhbiheve
This is so difficult, like i‘;;‘;ggled with Inputs
rocket science. Input Ottt
| can't believe how The <mask> barked at
much | struggled with me wolf o
i Fill-
this. il il .
/ Mask
Model cat 0.058
fox 0.047
Squirrel 0.025

_ N AN

hugaingface



https://huggingface.co/tasks

NLP: Author Attribution in Latin UNIVERSITir

Hypothesis rhythmic constructions in Latin help reveal author identity

Data Samples: ~37k prose fragments of 10 consecutive > 4-word sentences. Labels: Author class
Features: Syllabic length (SL): short U, long —, anceps X (ngrams), other "base features"
Arma vilrumque ca|nd, Troliae qui| primus abl oris|| 4 O e P T = | |
Task  author attribution = fragment classification
comparing (base features together with SL) with just (base features)

Evaluation cross-entropy loss for training, F-score M/m metric for early stopping &
feature importance

Model multi-channel NN (BF, SL, DVs), CharCNN 5 layers, avg proba decision

Corbara 2021 (preprint)



https://arxiv.org/abs/2110.14203v1

EBERHARD KARLS

Simulation-based inference (SBI) RSt @

Tasks e .
e General inference in absence of AObservation I
likelihoods (losses) g Tl e e

e Particularly suited for black-box § —— | M(0) m e :
simulators xsm = M(9). | S S s °
e How can we learn a distribution over the : Dataspace &1

parameters 6 such that M(6) = x°bs

Which parameters can reproduce the observation?

Note
We have a full 3-day workshop on SBI



https://mlcolab.org/sbi-workshop

EBERHARD KARLS

SBI: Stable Firing in the Pyloric Ganglia — ujitis §

Hypothesis the pyloric rhythm is robust to b T
0 1
changes in conductances 6. > —, L
P i
Dataset summary features of P A ——tH
500 ms

cell-electrophysiological (x°°), computer

i i sim —
simulations of the same x*™ = M(0). c[3’3‘%7K. m :

Task Bayesian solution for the inverse problem I ( . '

10000 0.0110000

AB-LP

nA_ obs\n" @

) - Tl B
Model normalizing flows (invertible NNs) as < agtion .
conditional density estimators s 001 1000"

PD-LP [nS] LP-PD

e 2 U\ (R N S

T TR
s W QW N T T T T T

2020

 —



https://elifesciences.org/articles/56261
https://elifesciences.org/articles/56261

Limitations of Today’s ML for Science

Inductive paradigm, limited by data

o Bad at extrapolation

o Building in inductive biases still a craft

Compute intensive

Correlational, mostly not causal
o  But can help you fit mechanistic models that are causal

Interpretability (mostly post-hoc)

Uncertainty quantification

EBERHARD KARLS

UNIVERSITAT &

TUBINGEN




Should T use ML for my problem? S 2 &P

Use ML when the problem... Don't use if:

e .. has a simple objective, e there exist performant classical

e istoo complex for explicit rules, models

e is constantly changing, e every decision must be

e is perceptive, or explainable

e s observable, but unstudied e errors are high-consequence,

e getting dense data is infeasible
or costly...



Machine Learning

Bring Your Science Problem

Task, data, metrics...




Checklist for group discussion RS @

EBERHARD KARLS

&)

What is the scientific question?

o data modalities, labels (if there are), size, state of processing

S<a.
Data: Describe your dataset: 5° 00~
S

Task: Which part of the work might involve machine learning?
o ldentify the learning paradigm that applies to your problem (supervised,
unsupervised, ...)

Performance: How could you measure “success’ in your problem?

Are there relevant baselines/toplines for performance?



The ML = Science Colaboratory

Connecting ML with Science




EBERHARD KARLS

UNIVERSITAT
TUBINGEN

KEngaging with Us

si¥Technical
% workshops .
consultations

we provide regular
NLS'irF;\r?et))grog’ technical advice

o4 0é
ML Colab
Cooperations

we bring in the ML expertise
document the system, and hand

@ lntl'OML it over. Up to 12 person-month

How to design
an ML project

W @milcolab

https:/mlcolab.org
mlcolab@inf.uni-tue.de



https://mlcolab.org

The Methods Center — Methodenzentrum "Ny §

An institute for quantitative analysis in the social sciences.

Expertise Services
e multivariate & multilevel methods, e consulting
e (nonlinear) latent variable models, e cooperations
e item-response theory, e publications
e structural equation models, e joint applications.
° Iongltudlnal.studles, and = office@mz.uni-tuebingen.de
e causal mediator models.


mailto:office@mz.uni-tuebingen.de
https://uni-tuebingen.de/en/128147

EBERHARD KARLS

In closing... i @

Thank you very much for attending our IntroM L. workshop!

Seth Alvaro

One last thing,

... we thrive on critical, constructive feedback

please visit mlcolab.org/introml02-participants and give us some!



https://mlcolab.org/introml02-participants

